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Abstract— The evolution of digital systems, have kught out
new challenges in VLSI designing. Past devices wedeveloped
with the processing of input data for arithmetic ard logical units
to perform an operation. With the increase in integation density
and demand for higher services, new processing usithave
evolved, which are much compact and very fast in @pation. To
cope with these demands, new operational units amgeveloped.
Among all arithmetic operational units, Multiplier logic is
observed to be a core part to perform a numericalask. However,
multipliers are observed to be high resource consuimg and
iterative in nature which minimizes the operationalefficiency of
the processing unit. This paper, reviews on the delgpment of
different multiplier designing approaches and theirapplications
in processing level usage.

Index term: Multiplier Design, optimization, applications, VLSI,
processing unit.

I. INTRODUCTION

To achieve the objective of increasing demand ghHevel
services on compact devices, new devices were ovel
and, are in further development to meet the redquikemand.
The raise in these demand has lead to developingighf
processing units, performing arithmetic and logiemtion at
a very high speed to cope the processing demanchefs
advanced interfacing units were developed, the gusing
need to be synchronized to give better operatieffaliency.
In the design of processing unit, the core proogssilock
operating on input data is the arithmetic and lalgianit
(ALU). These units are responsible for performitigtype of
arithmetic and logical instructions, on the inpuitad and
provide the derived results. In this ALU unit, tbenstituent
operations are arithmetic addition, subtractionyisibn and
multiplication. The adder and sub tractor unit perf the
addition and subtraction operation, whereas aeshéfind adder
realizes a multiplier unit. Among these operationailits,
multiplier units are observed to be recurrent pssog and
requires large resources for temporary storage aatutition
process. This large demand of resource resultsgimeh area
coverage and power dissipation. This effect in apen
efficiency of the processing unit. To overcome tisisue in
multiplier designing, various past approaches vdeneeloped.
This paper, outlines these developments and tivaitation to
design a multiplier unit. To present the review thiese
developments, this paper is presented in 5 sectfiere,
section 2 outlines the approach of multiplier deségnd their
optimization process. The basic constituting eleneéradder
and shifter operations were optimized to achieveffaient
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operation of a multiplier design. In section 3 #yplications
and limitation of the suggested multiplier unitsaggested.
The conclusion derived from the made review isioedt in
section 4.

II. MODELING OF MULTIPLIER UNIT

The use of digital processing has become widespaadi it
provides enormous advantage in various real time
applications. High frequency and increasing design
complexity are stretching the limits of design toahnd
methodologies. Recent advances in silicon techryoluayve
made it possible to design with significantly larggate
densities and higher clock frequencies. Designrexegs have
used these advances to integrate more complexiduatity
into their system-on-chip (SoC) designs. In the itdig
processing of real time applications, Arithmeticemions
such as addition, subtraction, multiplication andsion are
widely used and play an important role in variougitel
systems such as digital signal processor (DSP)itacttire,
microprocessor and microcontroller and data prooeds[1].
Basically the given values are processed using enzdkical
operators. Among different operators multiplier tung
redundantly been used in almost all mathematicetaimns.
This operator has its highest significance in b8 teal time
processing units. The highest degree of usageotléiplier
unit, in real time application, make this unit aywé@nportant
unit for optimization and performance enhanceméng basic
principle used for multiplication is to evaluaterji products
and accumulation of shifted partial products. Irdesr to
perform this operation number of successive additio
operation is required. A basic operation of muidiaiion
operation is shown in figure 1.
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Figure 1: A N — bit multiplication operation [18563

Therefore one of the major components requiredetsigth a
multiplier is Adder. Adders can be Ripple Carry,n@a.ook
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Ahead, Carry Select, Carry Skip and Carry Save, 42,3
Several researchers had addressed the adder panfoem
issues and others did the same with regard to thidpher
performance. Sertbas and Ozbey worked on the peafoce
analysis of classified binary adder architecturdhey
compared the ripple adder, carry-look-ahead addarry
select adder and the conditional sum adder. Thegl M$iDL
implementation for their designs and comparisondisti
Their work included the unit-gate models for area aelay
[5]. A full precision bit-serial multiplier was irmduced by
Strader et al [6] for unsigned numbers. A full-psén
scheme for 2's complement numbers has been presémte
[7]. This multiplier for n-bit operands requires 2locks and
2n number of five-input adder modules. A serial tiplier
and a squarer with no latency cycles are preseant@®] and
algorithms for serial squarer's and serial/serialltipliers
were derived in [9]. The signed multiplication te@jue was
proposed which is applicable for both the signd.[Iis is a
technique where binary numbers of both the sign ban
multiplied by a uniform process. Multiplication iolves 2
basic operations: the generation of the partiatipcband their
accumulation. Baugh-Wooley Multiplier is used footlp
unsigned and signed number multiplication [11],][1=erial
accumulation of unsigned binary numbers by highedpg's
counters is proposed in [13]. Multiplication prose®nsists of
three stages of operation, the generation of paptiaducts
(PPs), the reduction of PPs and the final carrypagation
addition [14]. Unlike the conventional CSAS archttee, the
critical path is found only along the AND gates]&5 shown
in figure 2.
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Figure 2: Basic multiplier unit using CSAS [18,53]

The rows of the partial product can be generated oiock
cycles instead of 2n clock cycles and hence dedagduced.
Column compression technique is used for redudiegheight
of the partial product tree height. Thus, the nummbef
computational cycles are reduced. Moreover, thenteos
change states only when input is ‘1, which leadsldw

switching power [16,17]. Adder is one of the mimsportant
components of a CPU (Central Processing Unit). Bdders
are necessary in ALUs, for computing memory adéress
Full-adders are important components in other apptins
such as digital signal processors (DSP) architest(it8,19]
and microprocessors. Kogge-stone adder [20] lieccas
parallel prefix adder [21]. Figure 3 illustrate® tbperation of
a Kogge-stone multiplier unit.
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Figure 3: Kogge-stone multiplier architecture [18,5

It is the common design for high-performance addiers
industry. It is considered as the fastest adder thees
computation time taken by this adder is O (log mpet
[22].The logic-level implementation of the basidlsaised in
parallel-prefix adders is described in [23]. Theibastructure
of 8-bit radix-2 Kogge-Stone adder (KSA) describeperates
on the principle of block propagate (p) and blodnerate
(g).Adder is one of the most important componeifita €PU

(Central Processing Unit). A number of fast addi&escarry-

skip adder, carry-select adder and carry look-ahedders
have been proposed in the past [24-25]. Optiminatid

adders can be done at logic-level or circuit letelgic-level

optimization involves rearranging the Boolean eiumest so

that a faster or smaller even less power consumgiicuit is

obtained. Several full adder logic cells are coragaand
discussed in [26].

IIl. APPLICATIONS AND LIMITATION

With the explosive growth of VLSI system and poltab
devices, the power reduction of integrated circhiés become
a major problem. In applications, such as commuiaca
system, cellular phone, camcorders and portableagto
devices, low power dissipation, hence longer batliéztime,
is a must. To achieve a long life operation of gwtable
device it is required to have a design system dgesl with
faster operation and low power consumption. As nadghe
digital processing units are executed with matheraht
operations, where a multiplier unit is dominantgeh used, it
is required to optimize a multiplier unit for ovéraystem
performance. Towards optimization of power consuompt
and speed improvement in [27] a digital level modglof
multiplier unit is proposed. The suggested parafletimal
multipliers are developed using VHDL definitions8[29],
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and the power optimization [30] is observed to kelwated
for the seven mode of designing approaches in phigltiunit.

Here, the design unit is developed in top down agghn with
delay and area coverage under consideration. Pppeoach
defines a relative energy consumption wrt. delagimization

in radix based multiplication operation [31,32]. &v&in delay
is lower in radix operation, power consumption liserved to
be high due to recurrent design approach. It iséeaquired
to develop a equilibrium modeling in such desigimgsielay-
power optimization. Towards the objective of achigv
higher performance with low power consumption

[33,34,35] bit level optimization is suggested. Tbeding
efficiency in such coding is suggested via highelebit

processing [36], suggested in ternary level openati In the
ternary level operation, the given bits are represk in 3
levels rather to 2 level representations as inrgingode. Due
to 3 level representations, the processing spee¢deofystem
is observed to be higher, but the system overheadaaea
constraint are higher for such design. In recegpreaches
toward multiplier optimization, Vedic approach [33 design
modeling is emerging. This mode of design usesctreept
of vedic Maths to realize high level mathematiga¢i@tion in
a simpler modeling. Towards this approach in [3818311] a
high speed floating point operator using vedic apph is
suggested. The suggested multiplier unit, optimihesusage
based on successive adder and or units to achieveesults.
In this approach, the speed of operation is obseteebe
higher, however, temporary buffering of the reshilts are an
overhead to this coding approach. There is a laeggster
usage in such coding. The multiplier compiler dedigfined
in [42] and [43] generate parameterizable layout NOS

technology, thus making them suitable for varioightspeed,

low power, and compact VLSI implementations. Howeve

area and speed are two important conflicting camgs. For
real-time signal processing, a high speed and tfimout
Multipliers-Accumulator (MAC) is always a key to hlieve
high performance in the digital signal processigstem. The
main consideration of MAC design is to enhancesjiseds.
That high speed is achieved through this well-kndMallace
tree multiplier [45,46]. Wallace introduced parhimultiplier

architecture [47] to achieve high speed. A Basihidéecture is
shown in figure 4.
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Figure 4: Wallace tree approach to Multiplier [18,5

Wallace Tree algorithm can be used to reduce timeber of

sequential adding stages. The advantage of highedspe

becomes an enhanced feature for multipliers haeimerand

of greater than 16 bits. The Wallace tree was being

constructed using carry save adder to reduce awwN hit
product matrix to an equivalent two row matrix tigathen fed
into carry propagating adder to sum up those rofnsts and
to produce the product. The carry save adders laoset
conventional full adders [48] in which carries armt
connected and three bits of inputs are taken intancbits are
given as output. The Wallace Tree multiplier hasreegular
structure. Many different adder tree structuresshagen used
to reduce the computation time of the multiplieFee main

indisadvantage of Wallace tree multipliers is itsegular

structure, making layout difficult and all adderotks are
active regardless of multiplicand size. More araahe wafer
and needs greater cell interconnection wiring. &iran
interconnection plays an important role in IC temlbgies this
factor makes Wallace tree inappropriate for certrouits.
The main advantage of this multiplier is its Logfamic circuit
delay [49]. In many FPGASs, Wallace trees do novig® any
advantage over ripple adder trees. Due to irregidating,
they may actually be slower and may certainly ndifficult

to route. Adder structure used in this will incressfor
increased bit multiplication. To achieve
multiplication, algorithms using parallel counterkke
modified Booth algorithm [51] has been proposedtasnn in
figure 5.
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Figure 5: Booth Multiplier unit [18,53]

This type of fast multiplier operates much fastaart an array
multiplier for longer operands because it's timectanpute is
proportional to the logarithm of the word lengthagferands.
By recoding the numbers that are to be multiplidddified
Booth multiplier [50] allows for smaller, faster ftiplication
circuits. The number of partial products is redutedialf, by
using the technique of Booth recoding. The advantagthis
method is making the number of partial products imalf of
the multiplier term size by grouping. The main digantage
of the modified booth multiplier is its complexitf the circuit
to produce partial product. For the past few yedifferent
optimizations have been applied in the architecinirerder to

high-speed
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minimize the dynamic power dissipation in arithroetircuits,

and especially in digital multipliers. In this MideStyle

Multiplier [51], there are two parts of multiplier®ne is array
part and the other one is a tree part multipliehe Tarray
multipliers are chosen for this bypassing technigjuee it has
a regular interconnection which helps to skip undn
blocks. The array multipliers have linear delaycgit. The

second part is a tree part multiplier which hasatieantage of
logarithmic circuit delay and considered to produesults in

faster way.

V. CONCLUSION

This paper outlines an extensive review on the ldpweents
made in the area of multiplier design. The Desigpraaches
developed for fixed and float data type multipliease
presented. The applications of such multiplying imthe real
time usage is presented. The optimization multiptlesign
using resources utilization and scheduling appreschre
presented. The resource optimization problem basgabwer
consumption and hardware efficiency is observetde T
upcoming approach of Vedic algorithm in usage dtharetic
operation and its usage in multiplier design isspreed. The
limitation in regards to these conventional desigproach is
addressed.
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