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Abstract— Ordinal measures have been demonstrated as an representation and feature selection. Feature repatsm

effective feature representation model for iris andpalmprint
recognition. However, ordinal measures are a genefraoncept of
image analysis and numerous variants with differenpparameter
settings, such as location, scale, orientation, ansb on, can be
derived to construct a huge feature space. This pap proposes a
novel optimization formulation for ordinal feature selection with
successful applications to both iris and palmprintrecognition.
The objective function of the proposed feature sedtion method
has two parts, i.e., misclassification error of ima and interclass
matching samples and weighted sparsity of ordinal efature
descriptors. Therefore, the feature selection aimgo achieve an
accurate and sparse representation of ordinal meases. And, the
optimization subjects to a number of linear inequaty
constraints, which require that all intra and interclass matching
pairs are well separated with a large margin. Ordiml feature
selection is formulated as a linear programming (L} problem so
that a solution can be efficiently obtained even om large-scale
feature pool and training database. Extensive expanental
results demonstrate that the proposed LP formulatio is
advantageous over existing feature selection methedsuch as
mRMR, ReliefF, Boosting, and Lasso for biometric reognition,
reporting stateof-the-art accuracy on CASIA and PoyU
databases.
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I. INTRODUCTION

aims to computationally characterize the visual featuwé
biometric images. Local image descriptors such as Gabor
filters, Local Binary Patterns and ordinal measures apeilar
methods for feature representation of texture biometrics

Il. RELATED WORK

Feature selection is a key problem in pattern
recognition and has been extensively studied. However,
finding an optimal feature subset is usually intractableiand
most cases there are only solutions to suboptimal feature
selection [6]. Since no generic feature selection methods are
applicable to all problems, a number of feature selacti
methods have been proposed [7]-[13]. These methods employ
different optimization functions and searching strategas f
feature selection. For example, the criteria of Max-
Dependency, Max-Relevance is used to formulate an
optimization based feature selection method mRMR [11].
ReliefF is a simple yet efficient feature selection metho
suitable for problems with strong dependencies between
features[12]. ReliefF has been regarded as one of thé mos
successful strategies in feature selection because thieldey
of the ReliefF is to estimate the quality of featuresoading
to how well their values distinguish between instancesatteat
near to each other [12].

IRIS and palmprint texture patterns are accuratélost research works on feature selection mainly focus on

biometric modalities with successful applications forspeal

generic pattern classification applications rather thacifpe

identification.The success of a texture biometric recognitio@pplications in biometrics. This paper mainly addresbes
system heavily depends on its feature analysis model, agairgificient feature selection methods applicable to bioimet
which biometric images are encoded’ Compared anauthentication. BOOSting [14] and Lasso have been proved as
recognized by a computer. It is desirable to developatufe the well performed feature selection methods in face
analysis method which is ideally both discriminating andrecognition. Boosting has become a popular approach used for
robust for iris and palmprint biometrics. On one hand, th&oth feature selection and classifier design in biometrics
biometric features of should have enough discriminatind?0osting algorithm aims to select a complementary enemb
power to distinguish interclass samples. On the other han@f weak classifiers in a greedy manner. A reweightindegisa
intra-class variations biometric patterns in unconteblle iS applied for training samples to make sure that eveegtsel
conditions such as illumination changes, deformationweak classifier should have a good performance on the “hard”
occlusions, poselview changes, etc. should be minimied vsamples which cannot be well classified by the previously
robust feature analysis. Therefore it is a challenging problerfelected classifiers. Boosting has achieved good performance
to achieve a good balance between inter-class distinctivend® Visual biometrics, including both face detection dack
and intra-class robustness. Generally the problem of featuf@cognition . However, boosting can not guarantee a globall
analysis can be divided into two sub-problems, i.e.ufeat Optimal feature set and an overfitting result may beiobtl if

the training data is not well designed. Destrero etrapgsed
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a regularized machine learning method enforcing spaficity respectively. There exist a number of variants of boossiag,

feature selection of face biometrics based on Lassessign  we tried Adaboost and Gentleboost in experiments and found
The Lasso feature selection aims to solve the followinghat Gentleboost performs slightly better than Adaboost. S

penalized least-squares problem. Gentleboost is used in this paper to represent a typical
category of feature selection methods based on Boosting. In

lll. FEATURE SELECTION BASED ON this paper, three iris image datasets in CASIA Iricadm

LINEAR PROGRAMMING Database Version 4.0 (CASIA-IrisV4), namely CASIAski

Thousand, CASIA-Iris-Lamp and CASIA Iris Interval, are
The objective of feature selection for biometric used in the experiments.
recognition is to select a limited number of featurdsufiom  To demonstrate the advantage of feature selection mefitnods
the candidate feature set (Fig. 2). In this paperatufe unitis visual biometrics, a randomly selected ordinal featetensth
defined as the regional ordinal encoding result using eéfgpe the same number of feature units is employed as thdirEse
ordinal filter on a specific biometric region. We aim to ase algorithm. Such an ordinal feature representation method
machine learning technique to find the weights of all ordinalvithout feature selection is denoted as Random-OM. To
feature units. So that feature selection can alsodsrded as demonstrate the benefit of feature selection in irisgaition,
a sparse representation method, i.e. most weight values akenumber of hand-crafted parameter settings are tried fo
zero and only a compact set of feature units have thehtegig these two methods and the best results are reported in this
Contribution to biometric recognition. The basic idea of thepaper. The idea of sparse representation of iris featuas
proposed feature selection method is to find a spardeeen recently proposed by Kumar, using L1 regularizaBon.
representation of ordinal features on the condition of largéhe main feature selection method can be represented by
margin principle. On one hand, the intra and inter-clastasso-OM.
biometric matching results are expected to be well separated
with a large margin. On the other hand, the number of sdlecte V. ORDINAL FEATURE SELECTION FOR
ordinal features should be much smaller than the largéo@um PALMPRINT RECOGNITION
of candidates. These two seemingly contradictory
requirements are well integrated in our feature selection Palmprint provides a reliable source of information
method. for automatic personal identification and has wide and
important applications. This paper mainly focuses orufeat
V. ORDINAL FEATURE SELECTION analysis of palmprint biometrics. And the details of gaimt
FOR IRIS RECOGNITION image preprocessing can be found in the existing publications.
For palm print images, the gaps between neighboring finger
Iris texture varies from region to region in terms ofcan be used as the landmark points for correction of the
scale, orientation, shape of texture primitives, etc. S it irotation and scale changes of palmprint images and then the
needed to use region specific ordinal filters to achieve the becentral region can be cropped as the input of feaure analysis.
performance. Therefore iris images are divided into multiplén this paper, all palmprint images are normalized into a
blocks and different types of ordinal filters with @ifént central ROI region with resolution 128x128. And then each
parameter settings are applied on each image blockh&o ordinal filter is performed on the ROI to generate 32x32=1024
feature selection methods can be used to find the moBits (128 Bytes) ordinal code following the feature exitac
effective set of image blocks with the most appropriatérgy  routine of most state-of-the-art palmprint recognition
of parameters. In this paper, the preprocessed and noethalizalgorithms [4], So if we select N ordinal filters fpalmprint
iris image is divided into multiple regions and a numberiof d image analysis, the template size for each palmpringéms
lobe and tri-lobe ordinal filters with variable scale, nt&ion 128 N Bytes. Because of the difference between the &extur
and inter-lobe distance are performed on each region farimitives in iris and palmprint biometric patterns, need to
generate 47,042 regional ordinal feature units. provide biometric modality specific ordinal filters as thptit
Each feature unit, which is jointly determined by theof feature selection.
spatial location of iris region and the corresponding ofdina
filter, is constituted by 256 ordinal measures or 32 8yite VI. CONCLUSION
feature encoding. The objective of feature selection islext
a limited number of OM feature units from the candidateA number of conclusions can be drawn from the study.
feature set.
The experimental part of this paper aims to test and c@mpae The identity information of visual biometric patterr@mes
the proposed Linear Programming (LP) method with foufrom the unique structure of ordinal measures. The optimal
feature selection methods for ordinal iris featurdyesis, setting of parameters in local ordinal descriptorsegafrom
All these feature selection methods used for selecting thgiometric modality to modality, subject to subject anere
effective set of ordinal measures are simply namddPa®M, region to region. So it is impossible to develop a commoén se
Boost-OM, Lasso-OM, mRMR-OM and ReliefF-OM of ordinal filters to achieve the best performance fowrialial
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biometric patterns. Ideally it is better to select timal
ordinal filters to encode individually specific ordinal mees
via machine learning. However, such a personalized solution
is inefficient in large-scale personal identificatiorpkgations.

Jun. 2003, pp. 346-352.
[14]. P. Viola and M. Jones, “Robust real-time face des¢t Int. J.
Comput. Vis., vol. 57, no. 2, pp. 137-154, May 2004

So the task of this paper turns to a suboptimal solution,

learning a common ordinal feature set for each biometri

modality, which is expected to work well for most suaite

* A main contribution of this paper is a novel optimization
formulation for feature selection based on linear prognamg
(LP). Our expectations on the feature selection resudtsan
accurate and sparse ordinal feature set, can be desasheed
linear objective function. Such a linear learning model has
three advantages. Firstly, it is simple to build, undedstan
learn and explain the feature selection model. Secolikgr
penalty term is robust against outliers. Thirdly, éinenodel

only needs a small number of training samples to achieve a

global optimization result with great generalization &ili

» Weighted sparsity is proposed in this paper and thdtsesu
show that it performs better than traditional sparse

representation methods. So it is better to incorporate prior

information of candidate features into the optimization rhode

in sparse learning.
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