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Abstract: Key components of SOCs are memories which come become a critical issue for 3D memories as the munub

with different sizes and functionality. Memories usially

constitute a major portion of the chip area. By impoving the

yield of RAM improves the yield of chip. Diagnostis for yield

improvement of the memories thus is a very importanissue. This
paper presents a Built-in Self Repair scheme to regir the

memories of different sizes. The proposed GBISR selme can be
designed as programmable such that it can serve ntigle RAMs

of different sizes and support the multiple-time rgair using

BIST. Capacity and density of embedded memories hawapidly

increased therefore they have higher probability offaults. As a
result, yield of system-on-a-chip designs with embéded
memories drops. Built-in self-repair is widely usedto improve

manufacturing yield by replacing faulty memory cels with

redundant elements. As the memory size increasesetmumber of
layers increases. In this paper GBISR scheme is alpgd for

512KB and 1MB memory sizes. Fault coverage is mofer higher

memory sizes by using the same circuit, hence theraplexity can
be reduced and also the spare mismatch does not ace

Key Words. SOCs, GBISR, RAM, and BIST etc...

1. INTRODUCTION

3D stacked IC is an emerging integration preceBy
stacking individual die vertically using face-tozéavias or
through silicon vias (TSVs), it promises to provigenefits to
improve interconnect latency, power,
Additionally, it results in a more compact form fahe
integrated system. More importantly, it continuesiricrease
device density and their functionality for a giviEotprint to
track Moore’s Law without scaling down the devices.

Among many different 3D-stacked architectuterahtives,
homogeneous 3D-stacked memory is becoming onesdfrit
commercial 3-D IC products. Recently, Samsung anced

bandwidth, . et

layers stacked grows [12]. Built-in self-repair §R), a
common technique to boost the vyield of traditior

memories [7,16] should be appropriately applied 3D

memories. For 3D memories, techniques suchhasugh-

silicon vias redundancy structure to replace faulty TSV were
recently prototyped [5, 9].

At first glance, it seems very straightforwahnet the BISR
algorithm of 2D memories can be directly applied 3D
memories without any modification, because the vedy
accessing memory chips remain the same for 2D dhd 3
memories although the physical structure indirgagliaation
and proposed a real global BISR algorithm and maysi
structure specifically tailored for 3D memories. Wéend that
on average, the repair rate of our scheme is isecehy
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Figure 1: 3D SRAM Array Architecture
27.01% over the traditional local BISR scheme, &826%
over another global MESP BISR algorithm. In the niae,

the testing time can be reduced down to 1 n (hésnumber
of layers) of 2D memories given the same memorgaciy

1.1 3D Memory Architecture

to mass-produce stacked 40nm DDR3 DRAM using TSV. 3p Tsv.based memories are generally designed

Other stacking architectures such as memory-orcidgave
also been studied or prototyped [2, 4, 10, 13, 8]
demonstrate the benefits brought by stacking mentieng
directly atop of the processing elements to

improve

stacking 2D planar memory layers with the address data
lines running across them vertically. The verticahnections
of the address and data lines through the silicoa a
accomplished by using TSV. Thus the data storagmssp

performance (both latency and bandwidth) and power  oss multiple die layers in contrast to the 2Bigte where

consumption. Yielding will gradually

both the logic and memory are on the same plangpital
3D memory architecture with vertical bitlines and 3
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decoders was described in [15]. An abstract viewths

architecture is illustrated in Figure 1. In whiceveral banks
of SRAM are distributed vertically across differati¢ layers.
The original 2D decoder is also dissected and tparéd

across the 3D layers. This example is one variapissible
3D SRAM implementations. According to [15], theip8

entry multi-ported SRAMarray can reduce energy katency

by 36% and 55%, respectively.
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Figure 2: Two Typical BISR schemes (a) Decoder Redirection
BISR, and (b) Fault Cache BISR

1.2 Typical BISR Architecture

The BISR technique requires several spare rand
columns manufactured as a part of the memory aeltsder
to replace the faulty cells in the array. In geheadmost all
the BISR design and optimization are based on tasich
architectures: Decoder Redirection BISR [19], andulf
Cache BISR [18].
1.2.1 Decoder Redirection BISR
The block diagram of this conventional BISR arottitiee [19]
is depicted in Figure 2 (a). It consists of fourjongarts.

23

e Redundant Row/Column As shown in Figure 2(a), the
faulty cells (marked as “X") are replaced by thduedant row
and column (shaded squares) with necessary mdibifisaon
the decoder,in order to guarantee the correctnegsemory
operation.

* Built-in Self-Test (BIST) circuit. It generates test patterns,
and then sends it to the memories. Themarch-ligerdhm
that gives high coverage, linear testing time, amchple
hardware implementation, is the most widely useathr@ue
in memory testing.

e Built-in Redundancy-Analysis (BIRA) circuit. It collects
the fault information from the BIST and then alltes the
redundant units for the memory array.

* Fuse Macra It stores the fault information and modifies the
decoder to redirect the address from faulty cellsedundant
units. This architecture is easy to implement. Heaveit is
inherently alocal architecture because it is difficult for a
decoder to redirect its local faulty cells to theighboring
redundant resources.

1.2.2 Fault Cache BISR

The block diagram of this BISR architecture ][18
depicted in Figure 2(b). It comprises the BIST, BIBircuit,
Fault Cache, and spare memories called Global Rizthin
Units (GRUSs).

* Global Redundant Unit. Rather thanmanufactured
togetherwith the memory blocks, the GRU is fabedat
separately. Nonetheless, its function to repladimg faulty
cells remains the same.

» Fault Cache The information of the BISR replacement is
stored in it. During the normal operation, FaultcBa will
determine whether the memory cell the system aesekas
been replaced by the GRU. If so, it will generat@ifl signal
along with its local address to the GRU array, aehdose the
data from GRU for the data bus. When it is a caoiss, the
data retrieved from the main memory will be used.

This “Fault Cache” BISR architecture does remtonfigure
the decoder, so its redundancy resources can blalglo
However, this scheme requires extra components naoic:
complicated wiring compared with the Decoder Retdios
BISR.

2. GLOBAL BISR SCHEME

2.1 Mativation

Based on the two basic BISR architectures in Sectipa
numberof optimizations have been proposed to improverépair
rate andthe area overhead. Tsemtj al. [19] proposed a
ReBISR scheme fothe RAMs in SOCs . In their scheme,
multiple RAMs can share theame global BIRA circuits.
However, the redundancy resources @ao¢ shareable — the
neighboring memory blocks cannot share theidundancy
with each other. Sudhcal replacement may causeeoblem.
When the number of redundant units around a sipiglek are
insufficient, there will be repair failure, while ome



International Journal of Ethics in Engineering & Management Education
Website: www.ijeee.in (ISSN: 2348-4748, Volume 1sdue 5, May2014)

redundancyresources remain unused in other blocks, thus 3. 3DGESP ALGORITHM
wasted. To solve thislocal” problem, studies in [1, 21]
proposed global replaceable redundaschemes, allowing In this section, we introduce our global 3D RISardware

the use of the redundancy in one memntaock to repair faults  design. The architecture is illustrated in Figurél8 support
in others. However, these techniques aoly require large this hardware layout for realizing the rghbbal BISR scheme
area overheads, but also reduce the routabilith@imemory,  defined in Section 3, we also introduce a 3D-GIdB&P (3D-
and thus are less practical for traditional 2D megeso Global Essential Spare Pivoting) algorithm. Thigoaithm is
Fortunately, one key feature of 3D IC is that total length  a combination of two algorithms we proposed: a GIdBSP
of interconnectcan be reduced considerably via TSV. (GESP) and a 3D-BISR algorithm.
Therefore, for 3Dmemories, the routability problem of 2D
memories with “global” redundancy can be resolved by
intelligent 3D design. Toward thi€houet al. [3] proposed a
memory repair technique by stitching gopdrts of bad dies
and stacking them together through TSV. Howeubgeir
replacement is at the block level rather than atrtw levelas
most BISR schemes do, so it will result in hugetages. More
recently, Jiangt al. [8] introduced a wise redundancy sharing
techniqueacross the dies for 3D memories. However, their
scheme igairwise only and not scalable for multi-layer 3D BISR CIRCUIT BLOCK
design. In addition,their proposal did not considlee test
time, which is a critical issue for the cost andfitability.

2.2. Real Global 3D BISR Architecture o

As discussed above, the curréotal BISR redundancy | @ S
allocation cannot fully utilize the redundant resms on chip. Fogg e =
This situation becomes even worse for 3-D memofs@sce \N
each memory layer is produced separately, the nurobe 2
faulty cells may vary for each layer. Thereforesies the e
block-level wastage, the layer-level wastage wiltur, where
the redundant resources may be insufficient inagerayers
while wasted in the other layers.

In addition, it may not be desirable to cond®BISR e
procedure serially among the memory layers. For 2C - e
memories, it is difficult to parallelize the teshang memory
blocks, because a new datapath, which directly ectsnthe
BISR and every block, needs to be created. Thisptioates
routing and incurs too much area overhead for agpldesign.
For 3D memories, the wiring constraint will be much
alleviated by TSV with modest area overhead.

In this papermglobal is defined according to the discussion
above. 3.1 Global ESP Algorithm Extension
« Shareable global redundancy The redundant resources can  1he GESP algorithmis = specifically designed ftire
be shared by all the memory layers of a single 3@mory  shareable global redundancy, corresponding to the first
chip. In this way, the redundant resources canulye itilized, ~ definition of global. As Figure 3 shows, the redundancies

Figure 3: Schematic of our Global BISR Design

and the overall yield will be increased. (GRUSs), Fault CacheBIST, BIRA circuits, and all other
- Parallel testing. Besides the yield issue, the global BISR auxiliary circuits, are placed ahe bottom layer called the
should also provide parallel testing among memdocks.  ‘BISR Layer”, and are shared by all tmeemory layers.

The test time will be significantly reduced, solwlile cost. The GRU architecture uses the Fault Cache to determ

We choose the “Fault Cache BISR” architectsréha basis  Whether the main memory cell or GRU is the one #hatuld
of our scheme for it can help realize a real gl@&&R design. be accessedhere is no need to set a boundary required by the
As Figure 2(b) demonstrated, the Global Redundanit U architecturewhich modifies the decoder. This situation is
(GRU) can be used to repair the faulty cells otiz memory shown in Figure 2. Thuare propose two more characteristics
blocks, avoiding the restriction set by the decoden the for achieving an efficient GES&gorithm.
other hand, its wiringife., routability of this architecture can 1. We do not differentiate spare row or column #s3% did.

be resolved by 3D technology through intelligersige. OneGRU entry can be used either as a spare row onuplu
accordingto the preference of the BIRA algorithm. This can
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avoid thesituation where the BIRA needs additional one moreour improvements will suffer from additional areaethead,
spare rowbut all the spare rows have been used up. In thatvhich will be discussed in Section 4.

case, MESPmay have to use at least one or typically moreespar However, this overhead problem can be hiddemwury3D
columns toreplace that 1-row repair. In our scheme, we canmemory structure, which will also be discussed é@ct®n 4.
dynamicallyconfigure the spares as spare row or column, amsl th |n the literaure, some other prior efforts were mader the
as longas there are some spateft, we can always use it as the MESP to achieve higher repair rates. For exampleanid et
BIRA's wish. This will further exploit the global 3. [6] proposed HYPERA to effectively increase theaiep

characteristics of our scheme. rate. But their design will incur severe timing pip when
2. Unlike a conventional MESP the replacement nstestt at  accessing memories.

an aligned boundary (shown in Figure 4(a)) in a owgmow
or column, in our architecture, each GRU entry pamt to 32 3DBISR Algorithm

any arbitrary location of a memory row or columnr fo Besides theshareable global redundancy, our hardware

replacement as demonstrated in Figure 4(b). design in Figure 3 can also enable parallel testing
According to the figure, after having detectedewrfault,  corresponding to the second definition gibbal. Combined
which is not covered by any allocated GRUSs, thatt favill with our 3D-BISR a|gorithm' the BISR procedure is

always serve as the “start point” of the new altedaGRU.  parallelized for all memory layers. Therefore, nati@r how

Assuming this point’s location is (xi, yi), and tlteverage many layers are stacked, the testing time will rertize
length of GRU is L. When the future faults are detd, BIRA

will check whether it resides within the range loé¢ tprevious
GRU coverage, i.e., [xi + L, yi] (row repair) ori]xi + L]
(column repair). On the contrary, for MESP, theafsipoint”

of an GRU entry is always the boundary of the memor
blocks, no matter where the faults are located.
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I O B me as if testing one-layer memory. The key pointhig 3D
@) ® parallel testing is to test all the memory layensudtaneously.
Figure 4: The Comparison between BIRA Algorithms. (a) Re- At the SyStem IeveI, the 3D-BISR can be descritefbiows.
pairing of the MESP, and (b) Repairing of our GESP. e Step 1 Perform BIST for one cell among all layers. The

address allocator (1-to-2 decoder in Figure 3) igitlore the
layer address(higher-order bits), sending the daiz local
address to every memory layer.

» Step 2 All memory layers determine whether any cell is
faulty.

» Step 3 From Layer 1 to N, serially report to the botttayer
whether any tested cell of that layer is faulty.

* Step 4 Allocate GRU resources. Return to BIST.

This system-level scheme needs one OR gate, one
comparator, and one FSM controller to be addedah éayer
as shown in Figure 3. Figure 5 shows the statesitian
diagram.

Here we define the variables in the diagram.
 Fault: When the layer comparator detects that the comten
the memory differs from the reference value prodity the
BISR layer, it indicates a fault. The variable vii# set to ‘1’,
otherwise ‘0’. It is one input of the OR gate agideed in
Figure 3.

As shown in Figure 4, for the same fault map, ME&guires
five GRUs (three row entries plus two column emlyie
whereas our GESP requires only four. If clusteredt$ are
present, in particular, crossing the alignment llauy in the
memory array (eight squares in the figure), our BES
algorithm will provide more benefits and a highepair rate.
We will show our simulation results in Section 4.

Obviously, these two improvements can be agdplie
traditional 2D memories. However, it is only applide to
“Fault Cache BISR”, which is described in Sectiof.2. For
the “Decoder Redirection BISR” scheme, row decodeitl
not have the ability to access spare columns, hadolumn
decoders cannot access spare rows.

However, the “Decoder Redirection BISR” is more
common in industry, because it is simpler and imdur less
routability problem, as Figure 2 demonstrates. Muee, even
if the memory applies the “Fault Cache BISR”, immpémnting
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» Upper: For a certain local location, when there is dtfau
the upper layer, the “upper” signal is set to dnother input
of the OR gate.

and local column address 0x00; that is, the merfagtions:
0x00000, 0x10000, and 0x20000 are faulty. We asdayer
0 is the top layer. Firstly, the BIST begins tegt®x0000 of

* Request The output of the OR gate. For a certain layer,all four memory layers. Then, the comparators détermine

when there are faults in that layer or in its uplaser, this
signal will always be set to ‘1'.

» Reset Clear the comparator when it is set to ‘1’. Thiil

set the “Fault” signal to ‘0, and continue the BIER
procedure.

e Grant: This is the signal sent by the BISR layer, tegjlthe
FSM of the layer which is in its “Fault” state teport the
layer index if its “Upper” signal is ‘0’

whether the tested cell is faulty. After that, Status of our
3D-BISR related circuits will function according tthe
algorithm described in Section 4.2. Figure 6 shiwestiming
diagram which illustrates how our 3D-BISR schemerkso
cycle-by-cycle.

3.4 New 3D redundancy structure
As can be seen from the above example, the meaccess

« #index Reporting the layer index to the BISR layer whenand result comparison are done in parallel, wiiéereporting

the FSM enters “Repair’ state. For example, layewill
report “01”, and layer 2 will report “10".

Whenever the BIST detects a faulty cell in @iertayers,
the “request” signal of the BIRA circuit will betst “1” by
the comparator and OR gates as shown in Figuré& BIST
procedure will be stopped, and restored only ather fault
information has been reported. For a specific lajfee 3D-
BISR can be described as follows.

Cycle, 1 2 3 4 s Cycle; 1 2 3 4 s

ak LTy a1 TLLE L Ly
LayerQ Layer2
Fault | Fault L
Upper 1 Upper |
Reset ] | Reset I
# Layer {HIZ 3y 00 ) _HiZ_ # Layer HIiZ {10 YHIiZ)
State {Faultfiepai) NoFault ) State Faull Repai o)
Layer1 Layer3
Fault ! Fault !
Upper 1 Upper L
Reset ] Reset |
# Layer HiZ 0T ) AZ ) # Layer HIZ >
State F.—;uh @.WJ State NoFau )

StatusfVait) Acceptinfo  yRETT)

BISR
Request

Figure 6: Timing Diagram of an Example for 3D-BISR

» Step 1 Perform BIST for the cell specified.

 Step 2 Determine whether the cell is faulty. If not, twor
the next cell’s BIST. If yes, set “Fault” as ‘1’ édgo to step 3.
Its FSM will enter “Fault” state.

« Step 3 If the layer’s “Upper” equals ‘0’, and “Grant”
equals '1’,go to step 4. The FSM will enter the fae" state.
Otherwise, keep step 3.

« Step 4 Report its layer index through “#layer” signal.t$ault”
signal to ‘0’. The “FSM” will enter “No Fault” stat Then, wait for
the BIST of the following memory cells.

3.3 Example for 3DBISR algorithm

We show an example for detailing our algorittf8uppose a
four layer memory stack where layer 0, 1, and heamntains
a fault cell at one exact location with a local raddress 0x00
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is done in a serial manner. This is because we teasdve the
guantity of the TSV and make our design scalable. d&@sign
only needs log2(N) reporting TSV shown in FigurenBijle at
least N TSV are needed for the parallel reportingeme.
However, it is obvious that in the worst case whbthe cells
along the vertical axis are faulty, the test and tepair
procedure will be completely serial.

To address this shortcoming, we propose a nQil
redundant structure. The current 2D BISR algoritisas the
spare rows and columns for 2D replacement.
memories, 3D
intuitively. Besides the spare rows and columng ¢pare
cylinder structure is introduced in this section.

On the additional BISR layer, the 3D redundafBpR)
unit Redundant Cylinder is added as shown in Figi(es.
Basically, our redundant cylinder has the sametfonality as
the redundant row/column does. However, insteagmfcing
the faulty row/column in a 2D manner, our redundaytinder
structure replace the faulty cells along the vatftiaxis, as
demonstrated in Figure 7(b).

In order to support this cylinder replacemectiesne, the
fault cache should store the local row and columidress of
the faulty cylinder, and ignore the layer addreasthenever
there is a address “hit” during normal operatidre system
will access the redundant cylinder, rather thanfaudty cells
for read and write.

Now we'll describe how this Redundant Cylindé&wusture
help to fully parallize the BISR procedure. Whereexting
BIST, the same cells along the vertical axis of tak 3D
memory layers will be tested simultaneously. Ifmore than
one fault is detected and reported, the BISR praeedvill
remain the same as described previously. Howefvenltiple
faults are deteceted, our BISR algorithm will npesd more
cycles in accepting the fault information from tecond and
other faults. To be more specific, after the BISEid receives
the first fault information and send a “grant” sigjnit finds
out that the “request” signal is still ‘1’, whicheans some
other layer wants to report a fault. In this case; scheme
will not waste time in listening to any more faiformation.
Instead, it will allocate aedundant cylinder immediately,
which replaces all the memory cells that have #maeslocal
location, just as shown in Figure 7(b). Therefotbe
maximum test time will be constrained to the uppsit of 2-

For 3D
redundancy structure can be developed
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layer 3D memories no matter how many layers the 3-Dayer memory. Theelected grid sizes are 4, 8, 16, 32, 64, 128,

memory has. 256, and 512. Figure 1$hows the results. As shown, we can
" see that our GBISR has a muoétter performance than that
R o = ofMESP when the grid is small, and tlg&tp is closing with
atiress esre increased grid size. When the grid reaches hathefentire
Ig:;“‘e aresd oo JO M“::gw memory size, the improvement diminishes. This is no
data difficult to understand as we use fttiastered fault model to
[ evaluate thealgorithms. When the grid is small, it is more
Redundant S8l Regundant ) | "™ yermory sna likely for MESP to encounter the “cross-boundarydlgem,
Cylinders data Rows & . - >
| coamns J | wasting a lot of GRU entries for repair. For ouoposed
b GBISR algorithm, there is no such “cross boundasgue
paabe _\—r/ given our GRU could fix them at any arbitrary laoat as

explained earlier.
(a)

Redundant Memory Layer 0 4. SIMULATION RESULTS

Cylinder

Simulation waveforms for different sizes of memsertbat
is of 4bits and 5bits of addresses are shown.Casmgatable
for 128KB and 256KB are also shown below. Spart&nis3
used for implementation and the code is writtenvémilog
language. Isim simulator is used for simulatione Boftware
used is Xilinx 12.2 version.

Memory Layer 1

[ Memory Layer 2

Memory Layer 3

(b)
WA Rlcdeilon FE Studers Pt BLLG [ s ]
Figure 7: 3DR Architecture: (a) Modified Block Diagram, (b) Hv 5ot Yo Compie. Heden. S0 “*' Lt Booom — —
Detailed Replacement Scheme EIERaN | Sides 0l oo iBENN

oot Besimmes Wedow  Hep

TFat 22 2] emepae

o o | wOLE GQRET| [T IN W

3.5 Performance of Proposed GBISR Algorithm

First, we quantify the efficiency of owhareable global
redundancy structure. This simulation is based on 1,000
samples of aeight-layer 3D memory. The grid size is chosen
to be 128. The resuligre shown in Figure 9 whei@lobal
means that the eight memolgyers share the GRUSemi-
global is that every four memory

|I 1-layer B 4-layer O 8-layer ‘

100%

80%

60%

40%

Repair Rate

20%

T ee——

VAT T T T

0% -
GRU=5 GRU=6 GRU=T GRU=8 GRU=9 GRU=10

layers share the GRUs, which are not shareable eagtw
groups; Local means every layer has its own GRUs, no
sharing across layer$he total amount of the GRUs are the
same for these three architectur&s.shown, we clearly find
that theGlobal scheme achieve®7% higher repair rate than
the Local scheme on average (59.9%@ximum improvement
for GRU=8 on each layer). Compared witie Semi-global
scheme, ouiGlobal scheme has 8.6% improvemebr the
repair rate, with a maximal improvement of 22.3écondly,
we evaluate the performance gain of the “cross-taoyi
technique in our proposed GBISR algorithm over MieSP
algorithm.Our simulation is based on 1000 samples of a four-
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Memory Address Fault
size bata coverage
16:0 4 bits 8 bits 25%,
32:0 5 bits 8 hits 50%

5 CONCLUSION

In this paper, we present a novel hardware andwaodt
design for 3-D BISR. Our scheme, 3D-GESP, is a Ghalbal
BISR technique, which enables the global redundaheying
and parallel testing. The experimental results stbthat our
3D-GESP scheme can achieve 27.01% higher repaér rat
compared to the local BISR, and 8.26% over anoghabal
algorithm MESP. In addition, our scheme only regsim
testing time compared with the traditional BISR qa@dure,
where n is the number of stacked layers of 3D méssor
Therefore, our scheme will significantly improve eth
manufacturing yield, repair rate, and testing tiglput of 3D
die-stacked memories.
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