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Abstract: The scaling of microchip technologies ha
enabled large scale systems-arhip (SoC) Multiprocessor
SoC isemerging as a new trend for System on chip desi
but the wire and power design constraints are foreig
adoption of new design methodologied-or systems with
intensive parallel communication requirements busesnay
not provide the required bandwidth, latency, and powel
consumption. A solution for such a communicatiot
bottleneck is the use ban embedded switchingnetwork
called Network-on-Chip (NoC). In order to implement a
competitive NOC architecture; the router should be
efficiently designed as itis the central component of NOC
architecture. In our paper we implement a NoC route
which is designed for future 3D NoC architectures This
paper presents a work aimed to design the 9 port &C
Router modeled in Verilog and simulation results ae
shown in Questasimsimulator and realized in Spartan-6
FPGA using Xilinx ISE 14.3i.
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1. INTRODUCTION

Nanometer technologies allow integration of milkoof
transistors on a singlehip. As the integration goes
increasingit exacerbates the design productivity gap
timing closure problems. A system on chip is an integr
circuit thatintegrates all components of a computer or @
electronicssystem into a single chip. The jor challenge the
designers ofthese systems must overcome is to pro
functionally correctand reliable operations of the interact
components. On chiphysical interconnections will presen
limiting factor for performance and energgnsumption1].

Generally, bus is utilized for interconnecl the processing
elements of System on Chip (So8pwever by increasing tt

number of processinglements, the bus itself is transmu

into a bottleneck.To obviate this difficulty, the idea ¢«

Network on Chip(NoC) has been introduced].

This network can be modeled as a graph wh nodes,
processing elements and edges arectmnective links of th

processing elements. In thisarticle, designing an

implementing NoC router are presented.
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Figure 1 shars a sample NoC as a 3x3 mesh topology w
provides global chip levetommunicatior It shows the 2D
mesh architecture. Thprocessing element (PE) can be
general purpose processor, a DSP, an embedded sneioc
Each PE is attached to a router which connects iits
neighboring PEs. The X, Ynhdicate: the 2-Dimensions/co-
ordinates.
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Fig-1; 3x3 mesh topology (2D mes

It is becoming clear that soc presents major teet,
financial, businessand legal challenges that are forc
industry and academic researchers to consider ofhgons
for semiconductors and systems. For the fime, “Industry
may not invest irextending Moore’s law beyond 2(".This
is leading the industry to explore anative ways to achieve
systems integration where in semiconductor intégnats
pursued, not only horizontally by Sc but also vertically by
SIP via 3D stacking of bare olackaged ICs and by SOP..
Thus we require 3IMdoC architictures.

Threedimensional integrated circuits (3D IC) refers t
stack consists of multipleltra-thin layers of IC that are
vertically bonded and interconnected v Through Silicon
Via (TSV).
Enabling design in the vertical dimension pes a large
degree of freedom iohoosing an n-chip network topology.
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Due to wire-length constraints and layout compiaad, the
more conventional two-dimensional integrated cisiiave
placed limitations on the types of network struesuthat are
possible. With the advent of 3D ICs, a wide ranfjerechip
network structures that were not explored earlier lzeing
considered.

The straightforward extension of this popular pltastaucture

is the 3D Mesh. Figure 2 shows an example of 3D HJes
NoC. It employs 7-port switches: one port to theblBck.

In the future, new architectures shall be develpped there
is a requirement of a router with 9 ports, withn@it output
ports, and one local port connected the IP (or €sing
Element).

Figure 3 shows the 2D and 3D structures of IP aodtét
(switch).
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Fig-3; 2D and 3D IP block and Switch

2. RELATED WORKS

In this section, we discuss some literature anslg$ivarious
contributions to the NOC domain.

A. Topology

From the view of communication we know many topasg
for NOC architecture. These include mesh, torug, buttery,
octagon and irregular interconnection networks [Bj].
Various researchers have exploited these diffefd@C
topologies for their NOC implementations.
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Adriahante naina et al. proposed a tree based
implementation of NOC [5], where each node in the
tree behaves as a router in NOC;

Pande et al. compared various network topologies
for interconnection networks in terms of latency,
throughput, and energy dissipation [6].

B. ROUTERARCHITECTURE

NOC architectures are based on packet-switchirttadtled to
efficient principles for design of routers for NQ@. Various
designs and implementations of router architectbeesed on
different routing strategies have been proposebdditerature
* Wolkotte et al. proposed a circuit switched router
architecture for NOC [8] but Dally and Towels
proposed a packet switched router architecture.

C. Routing protocol

Routing algorithms can also be defined based orr the
implementation: lookup table and Finite State Maehi
(FSM). Lookup table routing algorithms are more yap in
implementing. They are executed in software, wizelgokup
table is stored in every node. FSM based routiggréghms
may be designed either in software or in hardware.

Mello et al. researched the performance of
minimal routing protocol in NOC [9]. They
concluded that the minimal routing provided
better results than adaptive routing for on-chip
communications, as the adaptive routing
concentrates on the traffic in the center of the
NOC.

D. Switching technique

The NoC switching strategy determines how data dlow
through the routers in the network. Switching teéghas can
be classified based on network characteristics.culir
switched networks reserve a physical path befamstnitting
the data packets, while packet switched netwosddssinit the
packets without reserving the entire path. Packétcked
networks can further be classified as Wormholerestnd
Forward (S&F), and Virtual Cut Through SwitchingGV)
networks (see Figure 2). In Wormhole switching rexks,
only the header flit experiences latency. Othés thielonging
to the same packet simply follow the path takethayheader
Switching Techniques Circuit Switching, Packet 8hiihg
Wormhole Switching, S&F Switching Virtual Cut Thrgiu
flit. If the header flit is blocked then the entipacket is
blocked. It does not require any buffering of thacket.
Therefore, the size of the chip drastically redu¢tswever,
the major drawback of this switching technique ikigher
latency. Thus, it is not a suitable switching teghe for real-
time data transfers.
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» Al-Tawil et al. provided a welstructured survey c
Wormhole Routing techniques and its compari
with other switching techniques ||

FPROPOSED WOR

The communication on network on chig carried out by
means of router. Sfor implementing betteNOC, the router
should be efficiently design. This router suppdotsr parallel
connections at the same time. It uses store ameard type of
flow control and FSMController deterministic routing whic
improves the performance of router. The switct
mechaism used here is packet switching which is gehe
used on network on chip.

In packet switching the dataansfers in the form of packe
between cooperating routers and independent rodgegsion
is taken. The store and forward flow mechanism ést

because it does not reserve channels and thusndoésad tc
idle physical channels. The arbiter is of rotatipgority

scheme so that every channel once get chancersfdraits
data. In this router both input and output buffgris used s
that mngestion can be avoided at both sit

A router is a device that forwards data packetsoss
computer networks. Routers perform the data "
direction" functions on the Internet. A router is

microprocessocontrolled device that is connected wo or

more data lines from different networks. When aadadcke
comes in on one of the lines, theuter reads the addre
information in the packet to determine its ultimdtstination
Then, using information in its routing table, itrelits the
packet to the next network on its journey.

“Nine Port Network Router” has oneinput port from whict
the packet enters and it has eightput ports where the pacl
is driven out. Packet contains 3 parts. They aradde dat:
and frame check sequence. Pack@dth is 8 bits and th
length of the packet can be betwee4 bytes. Packet heac
contains three fields Destination addréB¥A) and length.
Destination addres®@) of the packet is of 8 bits. The swit
drives the packet to respective ports basn this destination
address of the packets. Each output port l-bit unique port
address. If the destination address of the pacletthas the
port address, then switch drives the packet toothtput port,
Length of the data is of 8 bits and from 0 tc. Length is
measured in terms of bytes. Data should be in terfiry/tes
and can take anything. Frame check sequence centiad
security check of the packet. It is calculated oter heade
and data.

Router is a packet based protocol. Router drive incoming
packet which comes from the input port to outputpbasec
on the address contained in the packet.

The router has one input port from whitte packet enters.

has eighbutput ports where the packet is driven Figure 4

Datapacket moves in to the input channel of one porbafer
by which it is forwarded to the output channel tiiey por.
Each input channel and output channel has its osaoding
logic which increases the performance of the rouserffers
are present at all ports to store the data temibor

The buffering method used here is store and forw@odhtrol
logic is presentto make arbitration decisions. Th
communication is establishdsbtween input and output po
According to the destination path of data packentml bit
lines of FSM are set. The movement of data fronrc®to
destination is called switching meclism The packet
switching mechanism is useere, in which the flit size is 16
bits .Thus the paet size varies from 0 bits to bits.

DATA
s —S3 DATAout
packet valid —y i:p=h“" =
VLD ont
suspend data—— ﬁ,‘ >
£l +—— 9 Port § Read Enable
Router j—c=*
r—
_—
clock —¥] —
resef  —— «t—-—i
=:‘I-."
‘_

Fig-4; Theblock diagram of nine port rou

Router internally consists ofRegiste, FSM and FIFOs at the
input and output port. Fi$ shows the internal structure
Router.

Fig-5; The internal structure of Rou.

Register Block:

shows the block diagram of nine port rouThe router has an This module contains status, data and parity regisequirec

active low synchronous input resetich resets theouter.

by router. All the registers in this module arecletd on rising
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edge of the clock. Data registers latches the ftata data
input based on state and status control signatsthis latched
data is sent to the FIFO for storage. Apart fronddtta is also
latched into the parity registers for parity castidn and it is
compared with the parity byte of the packet. Figh®ws the
block of a register. An error signal is generafquhicket parity
is not equal to the calculated parity.

To FSM
 EEEE—
packet valid
_— 16
datafe 'S i>
clock
From FSM
+—
reset
Fig-6; Retgr block
FSM block:

FSM acts as an arbitdeSM isthe heart of any Router. The
arbiters are an important piece of the schedulesigdein
which Grant and request signals are identicallygaesl with
the exception of the rules determining when thermyi State
may be updated An arbiter is required to shareréseurces
among the many requesters. When putting an arlrtera
design, many factors must be considered. The aterf
between the requesters and the arbiter must bepyige for
the size and speed of the arbiter. Also, the codigte used
will usually impact the synthesis results. Figurshows the
arbiter. The arbiter keeps away the system fronastability
state of non arbitery system, when large numbeaeqtiest is
sending from different clients to communicate witdrge
number of resources. It works on three processesggrant
and Accept

Stepl Request

Each unmatched input sends a request to every towtgich
for which it has a queued cell.

Step2 Grant

In an unmatched output receives any requests,oibsss the
one that appears next in a fixed, round-robin saleestarting
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from the highest priority element. The output riesif each
input whether or not its request was granted. Tdieter to the
highest Priority element of the round-robin schedus
incremented (modulo N) to one location Beyond thented
input if the grant is accepted in Step 3 of thstfiteration.

Step 3 Accept

If an unmatched input receives a grant, it acctsone that
appears next in a fixed, round-robin scheduleisgftom the
highest priority element

l reset

request FSM[ grant
- Arbiter ' >
I clock
Fig-7; FSM/Arbiter
FIFO BLOCK;

There are 8 FIFOs used in the router design. EHED k5 of
16 bit width and 16 bit depth. The FIFO works orsteyn
clock. It has synchronous input signal reset. edet is low
then fFIFO_full =0, fFIFO_empty = 1 and fread_daa=
The FIFO has doing 7 deferent operations

[ Write Operation

[ Read operation

Read and Write Operation
The functionality of FIFO is explained below. Figu, Shows
the FIFO block.

Write operation:

The FIFO write operation is done by when th&ada
from input ‘fwrite_data’ is sampled at rising edgjethe
clock when input fwrite_enable is high and FIFOhat
full. In this condition only FIFO Write operatioa done.
Read Operation:
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In FIFO Read Operation,h¢ data is read from outp
‘fread_data’ at rising edge of the clock, when ftarenable’
is low and FIFO is not empty.

Read and Write operation can be dsimaultaneously
fFIFO_full- it indicates that all the locations insiFIFO has
been written.

fFIFO_empty—it indicates that all the locations FIFO are
empty.

fFIFO_overflow-it indicates that FIFO iwritten and FIFO
write  address is greater than IFO  depth.
fFIFO_underflow-it indicates, FIFO write address is less tl
FIFO depth.

clock
fFIF OI full

fFIFO empty
reset Pt}

fwrite_enable

fFIFO_overflow
—— —

FIFO

fread_enable fFIFO_underflow

fwrite data fread data
= .

Fig -8; FIFO block

The output from the FIFO are given to the channtiese
channels provid connections for the other PEhus the eight
input-output ports provideonnections for other PE on the
top stacked 2D IC layeras well as with the bottom tc
stacked 2D IC layer. Hence¢he Router for 3D Not
architecture is developed.

SIMULATION RESULTS

In this paper, NoC Router isnodelec in Verilog and
simulation results are shown inQuestasir simulator.
Questasim simulator is provided by the Mentor giegpEDA
tool developing company.

Firstly we shall observe the results of the FSMiga.
The results are observed irethVave window of the Ques
sim simulator. For the Simulation of the FSM we have
signals for the request as rl, r2, r3, r4 aimdilarly for grant
as g1, g2, g3, g4. Along with clodhtk, rese-rst, are observed
in the wave widow.fig 9 shows the simulation results of F.
Arbiter.
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Fig-9; Simulation of FSM bloc

Next weobserve the simulation of FIFO. The simulatresult
of write operation iss follows shown iffigure 10.

T }@?«aa” @ 4 4w 5[ 10

Ada-a-g%-3
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Eleai ﬁﬂ\%»ﬁ-; Search

Fig-10; FIFO write operatio

Similarly we simulatefor reac operation, figure 11 shows the
FIFO read operation.

o
%Ugf--. F [ 100 0o
|

wpne| aqessn|| L UWiBT |

Fig-11; FIFO read operatic

Finally the simulation result of the routerobserved in wave
window of Questasims shown in the fure 12.
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In this paper,

5. CONCLUSION

nine port NoC router of 3D QNo

architecture is implemented using HDL called Vegilt RTL
level. Architecture is synthesized using Xilinx1i4.and
simulated using Questasim. The next step is tofwehe
design, which can be carried out using standardiceagion

methodology, i.e.

using UVM (Universal Verification

Methodology)

R s8N -
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(3]
[41.

(5]

6.

(71

8.

Fig-12; Simulation result of nine port Router.
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