Abstract: Semantic web is an emerging area to augmented human reasoning. Semantic web technologies are being developed to present data in standardized way. And one such standard is the Resource Description Framework (RDF). Semantic web technologies can be utilized to build efficient and scalable systems for Cloud Computing. This possess significant challenges for the storage and retrieval of RDF graphs. Current frameworks do not scale for large RDF graphs and as a result do not address these challenges. In this paper, we describe a framework that we built using Hadoop to store and retrieve large numbers of RDF triples by exploiting the cloud computing paradigm. We describe a scheme to store RDF data in Hadoop Distributed File System. To determine the jobs, we present an algorithm to generate query plan, whose worst case cost is bounded, based on a greedy approach to answer a SPARQL Protocol and RDF Query Language(SPARQL) query. We use Hadoop's MapReduce framework to answer the queries.
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1 INTRODUCTION

Semantic Web technologies are being developed to present data in standardized way such that such data can be retrieved and understood by both human and machine. Historically, web pages are published in plain html files which are not suitable for reasoning. Researchers are developing Semantic Web technologies that have been standardized to address such inadequacies. The most prominent standards are Resource Description Framework (RDF) and SPARQL Protocol and RDF Query Language (SPARQL). RDF is the standard for storing and representing data and SPARQL is a query language to retrieve data from an RDF store. Cloud Computing systems can utilize the power of these Semantic Web technologies to provide the user with capability to efficiently store and retrieve data for data intensive applications. Semantic web technologies could be especially useful for maintaining data in the cloud. Semantic web technologies provide the ability to specify and query heterogenous data in a standardized manner.
the community which handles large amounts of data. It is the most promising technology to solve the performance issues researchers are facing in Cloud Computing.

The work described in this paper differs in the following ways: first, we have queried 1 billion triples. Second, a storage schema is devised which is tailored to improve query execution performance for RDF data. RDF triples is stored in files based on the predicate of the triple and the type of the object. Finally, an algorithm is described to determine a query processing plan. By using this, the input files of a job are determined and the order in which they should be run.

Jena - is a semantic web framework for Jena. True to its framework design, it allows integration of multiple solutions for persistence. However, Jena is limited to a triple store schema. Jena have very poor query performance for large datasets. Furthermore, any change to the dataset requires complete recalculation of the inferred triples.

BigOWLIM - is among the fastest and most scalable semantic web frameworks available. However, it is not as scalable as our framework and requires very high end and costly machines. It requires expensive hardware (a lot of main memory) to load large datasets and it has a long loading time. As our experiments show it does not perform well when there is no bound object in a query. However, the performance of our framework is not affected in such a case.

RDF-3X - is considered the fastest existing semantic web repository. In other words, it has the fastest query times. RDF-3X uses histograms, summary statistics, and query optimization to enable high performance semantic web queries. However, RDF-3X’s performance degrades exponentially for unbound queries, and queries with even simple joins if the selectivity factor is low. This becomes increasingly relevant for inference queries, which generally require unions of subqueries with unbound objects.

3. PROPOSED METHODOLOGY:

The architecture consists of two components. The upper part of Figure depicts the data preprocessing component and the lower part shows the query answering one. There are three subcomponents for data generation and preprocessing. RDF/XML is converted to N-Triples serialization format using our N-Triples Converter component. The PS component takes the N-Triples data and splits it into predicate files. The predicate files are then fed into the POS component which splits the predicate files into smaller files based on the type of objects. The MapReduce framework has three subcomponents in it. It takes the SPARQL query from the user and passes it to the Input Selector and Plan Generator. This component selects the input files, by using our algorithm, decides how many MapReduce jobs are need and passes the information to the Join Executor component which runs the jobs using MapReduce framework. It then relays the query answer from Hadoop to the user.

3.1 Data Generation and Storage:

For our experiments, the LUBM dataset is used. The LUBM data generator generates data in RDF/XML serialization format. This format is not suitable for our purpose because we store data in HDFS as flat files and so to retrieve even a single triple we would need to parse the entire file. Therefore the data is converted to N-Triples to store the data, because with that format we have a complete RDF triple (Subject, Predicate and Object) in one line of a file, which is very convenient to use with MapReduce jobs. The processing steps to go through to get the data into our intended format are described in following sections.

3.2 File Organization

We do not store the data in a single file because, in Hadoop and MapReduce Framework, a file is the smallest unit of input to a MapReduce job and, in the absence of caching, a file is always read from the disk. If we have all the data in one file, the whole file will be input to jobs for each query. Instead, we divide the data into multiple smaller files. The splitting is done in two steps which we discuss in the following sections.

3.3 Predicate Split (PS):

In the first step, the data is divided according to the predicates. This division immediately enables to cut down the search space for any SPARQL query which does not have a variable predicate.

3.4 Predicate Object Split (POS):

In the next step, the data is divided depending upon the object type. So a single file is now converted to numerous files so that the data can be retrieved easily.

4. MAPREDUCE FRAMEWORK AND QUERY PLAN GENERATION:

In this section, we discuss how to answer SPARQL queries in our MapReduce framework component. Section 4.1 discusses the algorithm to select input files for answering the query. Section 4.2 represents the query plan generation.
4.3 Algorithm:

Step1: Start
Step2: A = Remove non-joining variables
Step3: generation of job plans
    while A ≠ 0 do
      Step4: Total number of jobs
        j = 1
      Step5: Sort all the variables in A according to number of joining variables
        E = {e1, e2, ..., ek}
      Step6: List of join operations
        Job(j) = ϕ
        temp = 0
      Step7: Elimination of the variables
        for i = 1 to K do
          if Can-Eliminate(A, ei) = true then
            temp = temp + Join(TP(A, ei))
        A = A - TP(A, ei)
      job(j) = job(j) + join(TP(A, ei))
    end for
    end if
Step8: end if
Step9: end for
Step10: A = A + temp
Step11: j = j + 1
Step12: end while
Step13: return join operations
Step14: Stop

**Description of Algorithm**: The algorithm starts by removing all the non-joining variables from the query A. In our running example, A = {P, Q, NR, PQ, PR}. And removing the non-joining variable N makes Q = {P, Q, R, PQ, PR}. In the while loop, the job plan is generated, starting from job(1). In step 5, we sort the variables according to the number of joining variables in the resultant triple pattern after a complete elimination of variable. The sorted variables are: E = {Q, R, P}, since Q and R have joining variables = 1, and P have joining variables = 2. For each job, the list of join operations are stored in the variable job(j). And a temporary variable temp is used to store the resultant triples of the joins to be performed in the current job. In the for loop, each variable is checked to see if the variable can be completely or partially eliminated. If yes, we store the join result in the temporary variable, update A and add this join to the current job. In our running example, this results in the following operations. Iteration 1 of the for loop:

- **e1** (= Q) can be completely eliminated.

Here TP(A, Q) = the triple patterns in A containing Q = {P, Q, P}. Join-result(TP(A, Q)) = Join result ((Q, P)) = resultant triple after the join(Q, P) = P. So, temp = [P]. A = A - TP(A, Q) = {P, Q, R, PQ, PR}. Job(1) = {join(Q, P)}.

5. CASE STUDY 1:

**Flow of execution**:
1. design of GUI
2. creation of database
3. linking the database and GUI
4. execution of normal queries
5. result analysis

1. The designing of the framework is done using ASP.NET with Visual C#. Here the case study deals with course entry and course search(course type, course name, course stream, subject name). The design includes two modules namely administration (admin) and user. Admin handles course entry details and user deals with course search. The implementation module is as follows
2. Creation of tables: Here we create tables like login, register, course_entry and course_search.

<table>
<thead>
<tr>
<th>Course_type</th>
<th>Course_name</th>
<th>Course_stream</th>
<th>Subject_name</th>
</tr>
</thead>
<tbody>
<tr>
<td>UG</td>
<td>B.E</td>
<td>EC</td>
<td>HDL</td>
</tr>
<tr>
<td>UG</td>
<td>B.E</td>
<td>CS</td>
<td>OOPS</td>
</tr>
<tr>
<td>PG</td>
<td>M.TECH</td>
<td>EC</td>
<td>VLSI</td>
</tr>
</tbody>
</table>

Table 1: Course_entry table

3. Linking database and GUI: Here the code is written to retrieve the data from SQL Server through GUI, using the SQL commands like select, update, delete and insert.

4. Execution of normal SQL Query: For example:
   ```sql
   SELECT * FROM course_entry WHERE course_type='UG', course_name='B.E', course_stream='EC'
   ```

So the resultant table is

<table>
<thead>
<tr>
<th>Course_type</th>
<th>Course_name</th>
<th>Course_stream</th>
<th>Subject_name</th>
</tr>
</thead>
<tbody>
<tr>
<td>UG</td>
<td>B.E</td>
<td>EC</td>
<td>HDL</td>
</tr>
</tbody>
</table>

Table 2: Query result

5. RESULT ANALYSIS:

6. CASE STUDY 2:

In this case study, an RDF graph is generated for query given by the user. A Graphical User Interface (GUI) is designed for the below block diagram shown. Firstly, user sends a query which is searched in hadoop cluster(cloud)/server then if it is found, the file is downloaded and converted to RDF/Xml format which is passed on to SQL to SPARQL translation and then finally the RDF graph is obtained which display the time taken to answer the queries.

```
SPARQL Query:
1. SELECT ?: course_type where
   { ? rdf: course. }
2. Select ?:course_stream where
   { ? rdf : course. }
3. Select ?:course_stream where
   { ? rdf : course. }
```

The RDF/XML format of the course entered will be created in Root Folder. For example,

Input:
```
<id>1</id>
coursetype=UG
durcourse=4
coursename=BE
coursestream=EC
subjectname=VLSI
```

Output:
```
<NewDataSet>
   <Table>
     <id>1</id>
     <coursetype>UG</coursetype>
     <durcourse>4</durcourse>
     <coursename>BE</coursename>
     <coursestream>EC</coursestream>
     <subjectname>VLSI</subjectname>
   </Table>
</NewDataSet>
```

The graph indicated in the above figure are the normal query results of case study. Here the count for each query is determined and the time taken can be shown in the graph. The result shown is for smaller datasets and extend this case study for larger datasets.
RESULT OF CASE STUDY 2:

Figure 6.2: result analysis

The RDF graphs indicated in the above figure are the SPARQL query results of case study. Here the count for each query is determined and the time taken can be shown in the graph. The result shown is for larger datasets.

7. CONCLUSION

At present, there are few frameworks (e.g., RDF-3X, Jena, BigOWLIM) for Semantic Web technologies, and these frameworks have limitations for large RDF graphs. To overcome the performance, we describe a framework which is capable of handling large amount of RDF data. Since the framework is based on Hadoop, which is a distributed and highly fault tolerant system, it inherits these two properties automatically.

In case of distributed system, the time taken to answer the query using SPARQL is comparatively less than that of normal SQL query language. The results indicate that for very large datasets Hadoop RDF is preferable and more efficient.
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