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Abstract— This paper deals with development of a Java applet 
for Data-Aggregation (DA) in farmland through simulation of 
Wireless Sensor Network (WSN). This applet is developed on 
Java/eclipse platform. It provides simple user interface in the 
form of Graphical-User-Interface (GUI) for DA in WSN and its 
analysis in the farmland application. The implementation has 4 
modules namely: Service-Provider (SP), Router, Base-Station, 
and Intrusion-Detection-System (IDS) manager. The end sensor 
nodes (SNs) senses the farmland soil attributes such as: 
temperature, pH-value, pressure, humidity and wind velocity, in 
accordance with this implementation, whose values are 
aggregated securely and communicated to the end user using the 
above modules. In this process, energy and delay parameter 
while packet transmission are very important for the lifespan of 
the SNs. The maximum and minimum simulated network 
transmission delays are 109.38 µs and 15.63 µs, respectively. The 
simulated maximum and minimum energies consumed during 
this transmission are 17.5 milli-Joules and 1.04 mili-Joules, 
respectively. 
 
Key Word: Data aggregation, Service provider, Router, Intrusion 
detection system manager, and Base station. 
 

I. INTRODUCTION 
 

Wireless networking is a method by which homes 
networks, telecommunication networks and enterprise 
(business) installations avoid the costly process of introducing 
cables into a building, or as a connection between various 
equipment locations. Wireless telecommunication networks 
are generally implemented and administered using radio 
communication. This implementation takes place at the 
physical level (layer) of the OSI model network structure. A 
wireless sensor network is a spatially distributed autonomous 
sensor to monitor physical or environmental conditions, such 
as temperature pressure, sound etc., and to cooperatively pass 
their data through the network to a main location. The WSN 
[1] is built of "nodes" – from a few to several hundreds or 
even thousands, where each node is connected to one (or 
sometimes several) sensors. Each such sensor network node 
has typically several parts: a radio transceiver with an 
internal antenna or connection to an external antenna, 
a microcontroller, an electronic circuit for interfacing with the 
sensors and an energy source, usually a battery or an 
embedded form of energy harvesting device. A sensor 
node might vary in size from that of a shoebox down to the 
size of a grain of dust. The cost of sensor node similarly 

varies, ranging from a few to hundreds of dollars, depending 
on the complexity of the individual sensor nodes. Size and 
cost constraints on sensor nodes result in corresponding 
constraints on resources such as energy, memory, 
computational speed and communication bandwidth. A WSN 
typically consists of a sink node sometimes referred to as a 
Base Station (BS) and a number of small wireless sensor 
nodes. The base station is assumed to be secure with unlimited 
available energy while the sensor nodes are assumed to be 
unsecured with limited available energy. The sensor 
nodes monitor a geographical area and collect sensor 
information. Sensor information is communicated to the Base 
Station through various means of transmission media. To 
conserve energy this information is aggregated at intermediate 
sensor nodes by applying a suitable aggregation function on 
the received data. 
Data aggregation [2,3,4,5,6] is any process in which 
information is gathered and expressed in a summary form, for 
purposes of statistical analysis. Aggregation reduces the 
amount of network traffic which helps to reduce energy 
consumption on sensor nodes. 

The outline of this paper is as follows. In the section 2, an 
overview of the WSN is presented in the context of the secure 
DA in the farmland application. Section 3 provides an 
overview of the implementation of this application software in 
Java/Eclipse platform [7]. The section 4 provides the 
prototype simulation results of secure DA in farming 
application using WSN. The conclusion based on the 
implementation and the simulation results are drawn in section 
5 of this paper. 

 
II. PROPOSED BLOCK DIAGRAM  

 
The wireless sensors (labelled as s1-s28, 28 in number) are 

assigned to read specific attributes namely temperature, pH-
value, pressure, humidity, and wind velocity. These sensors 
collect the data and send them to the SP, and then the SP sends 
the same data to the BS through the Router. During the 
information being sent it is also checked by the IDS [8] 
manager to provide the security to the system. Later once it is 
received to the BS, the end user can access the information. 
During the sending of the information from sensors to SP, in-
Network aggregation [1,9] method is followed [2]. Various 
objects involved in the implementation are shown in Figure 1, 
whose descriptions are given subsequently. 
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2.1    Service Provider 
In this module of this (Java) applet, the SP [9,10,11] 

activates all the sensors and assigns temperature, humidity, pH 
level, pressure and wind-velocity to the SN objects, and their 
backup will be stored, and uploaded to the particular BS. 
Meanwhile the data is extracted by the IDS manager for the 
security purposes.  

 

 
Figure 1: Proposed block diagram of the secured DA application 

 
Temperature 

A temperature is a comparative measure of hot or 
cold. Here the temperature is been assigned from sensor node 
s1 to s5. The range is between 25oC to 30oC assigned to these 
SNs during the simulation using the developed Java applet. 
pH level of soil 

The pH stands for potential of hydrogen, which is a 
measurement of the hydrogen ion concentration in the soil of 
the farmland in this application. The total pH scale ranges 
from 1 to 14, with 7 considered to be neutral. A pH less 
than 7 is said to be acidic and solutions with a pH greater 
than 7 are basic or alkaline.  The optimal pH range for most 
plants is between 5.5 and 7.0. In the work of this paper the 
SN-devices s6 to s10 as pH sensors.  
Pressure  

A pressure sensor measures pressure as force per unit 
area (Newton/Square meter), typically of gases or liquids. This 
device is used to measure the pressure of environment, of 
farmland. The pressure voltage signal acquired by the pressure 
sensor in farmland environment is amplified and then changed 
into digital signal representation by Analog-to-Digital-
Converter (ADC). Finally, the digital pressure data is 
manipulated and analyzed by Supply-Chain-Management 
(SCM) program is sent to a computer through serial port. In 
this way the system can detect and monitor pressure parameter 
of agriculture environment in real time. The SNs - s11 to s15 
are pressure sensors. 
Humidity 

Humidity is the amount of water vapour (in percent) 
in the air. The water vapour is the gaseous state of water and is 
invisible. Humidity indicates the likelihood of precipitation of 
dew or fog. The water is taken in by the roots and evaporated 
through the leaves into the air. This process cools the plant. 
The relative humidity in the air can affect the flow of water 
through the plant. The higher the relative humidity, the more 
slowly transpiration occurs. The SNs s16 to s20 are humidity 
sensors as per this work. 
Wind velocity 

Wind flow velocity is fundamental atmospheric 
quantity. Wind speed is caused by air moving from high 

pressure to low pressure, usually changes due to change in 
temperature. Its unit is meter per second (or hour). The SNs 
s21 to s28 are used as wind sensors. 
Router 

In this module, the predicate count query is used to 
determine the total number of nodes whose sensor readings 
have some property in the network. And it is responsible for 
delivering the sensor readings to the BS. Before sending any 
file to receiver, the data will be verified and then sent to 
particular BS. In a router we can view the sensor details and 
the corresponding sensory data and clear it, if required. 
IDS Manager 

The IDS Manager is responsible to identify the intrusion 
in the network. Basically it has two types (sets) of data, one 
set of data taken from service provider and the other set of 
data from the router. If the data is not matched, it sends an 
acknowledgement that so and so data from the respective 
sensor is not matched and the same will be retrieved again 
from the corresponding sensor. Then the IDS Manager is 
responsible for capturing the fake data and the respective 
attacker. The IDS Manager will make an attacker list and then 
all attackers are stored with tags such as, attacker name, 
attacked node, and modified sensor data details of a SN, 
attacker IP address, time and date. 

Base Station 
The BS module collects all sensor data from the nodes: s1, s2, 
s3, etc., and computes aggregation results. The in-network-
aggregation allows sensor readings to be aggregated by 
intermediate nodes, which efficiently reduces the 
communication overhead. The BS used for checking the status 
and to verify the results through reliable random sampling is 
achieved by data communication and interactive proofs. 

In-network aggregation 
In-network aggregation is the global process of gathering and 
routing information through a multi-hop network, processing 
data at intermediate nodes with the objective of reducing 
resource consumption, in particular energy thereby increasing 
network lifetime. There are two approaches for in-network 
aggregation: 

a. With size reduction 
b. Without size reduction. 
1)  With size reduction 

In-network aggregation with size reduction refers to the 
process of combining and compressing the data packets 
received by a node from its neighbors in order to reduce the 
packet length to be transmitted. 

2) Without size reduction 
In-network aggregation, ‘without size reduction’ refers to the 
process of merging the data packets received from different 
neighbors into a single data packet but without processing this 
data for compression. 
 

III.  IMPLEMENTATION 
 

The implementation procedure includes the following steps 
to realize the 4 modules built into the applet. They are: 
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Service Provider 
The SP module activates all the sensors and assigns a 

range of values of data, randomly to the sensor node, and 
backup will be stored. It uploads their data to the particular 
BS. The SP can view the attacked file by the IDS manager. It 
can replace the injected fake temperature to the SN. 
Router 

The router module predicate count query is used to 
determine the total number of nodes whose sensor readings 
have some property in the network. And it is responsible for 
delivering the sensor readings to the BS. If it is founds fake 
readings then it transfer the flow to IDS Manager. Before 
sending any file to receiver temperature will be verified, then 
send to particular BS. In a router we can view the sensor 
temperature details and clear this detail. 
IDS Manager 

The IDS manager module is responsible to identify 
the intrusion in the network. If the router finds fake 
temperature readings, then it transfers the flow to IDS 
Manager. Then the IDS Manager is responsible for capturing 
the attackers. The IDS Manager will make an attacker list and 
then all attackers are stored with tags such as: attacker name, 
attacked node, and modified temperature of SN, attacker IP 
address, and time and date. 
Base Station 

The BS collects the data from all sensor nodes: s1, s2, s3, 
etc., and computes aggregation results at the BS. In-Network 
aggregation allows sensor readings to be aggregated by 
intermediate nodes, which efficiently reduces the 
communication overhead. The BS is used for checking the 
temperature status and to verify the results through reliable 
random sampling achieved by data communication and 
interactive proofs with the BS. 

 
IV.  RESULTS 

 
A prototype of the applet for secure DA in farming 

application is implemented as a software model of the 
farmland WSN, using Java/Eclipse platform. Various (virtual) 
objects such as SNs, SP, routing device, IDS manager, and BS 
(modules) are created by coding. The communication between 
various objects is accomplished through their ports. For the 
simulating the sensor attributes, the built-in Java label 
function, class, object, etc., features are used. 

1) Simulation of Service Provider  
The below screen in Figure 2 is snapshot of SP which  helps 

to give command such as ‘Read temp’, ‘view backup’, ‘send’ 
and ‘clear data’. Basically all the sensors are inactive which is 
shown in black color. Once the “Read temp” command is 
clicked, each sensor gets activated and turns to green color 
which shows the sensor is in active state and reads the 
respective allotted reading. Second command is the “view 
backup”, by clicking it we can see the newly allotted data to 
all the sensors. Third command is the “send” command which 
helps us in sending the data to the BS through routing device. 
Fourth command is the “clear” command which helps in 
clearing the previous data. 

 
Figure 2: Screenshot of SP 

 
2) Simulation of WSN routing device 
The Figure 3 below is the screen shot taken for routing 

device which is implemented for transferring data from SP to 
BS. In this section we have two commands viz., ‘view details’ 
and ‘clear details’. Firstly the ‘view details’ helps us to view 
the data that has come from the SP by which we can also 
verify whether arrived data is same as the one sent by the SP 
or not. Second command helps in clearing the previous data. 

 
Figure 3: Screenshot of WSN routing device 

 
3) Simulation of Base Station 
Figure 4 shows the screenshot of the BS. Here the data 

being received at the BS as an end user can be viewed. There 
are four columns viz., ‘Sensor Name’, ‘Data’, ‘Status’, and 
‘Verified’. The ‘Sensor Name’ is given from s1 to s28. Second 
column that is ‘Data’ displays the respective data allotted from 
the respective sensor. Third column ‘Status’ tells about the 
status whether the data received from SP to Routing device is 
same or not; while the “Verified” column tells about the data 
received from routing device to BS is same or not. Hence 
there will be two right clicks shown during the execution of 
the (applet) program. In the screenshot of figure, five sensed 
attributes namely temperature, pH-level, pressure, humidity, 
and wind-velocity are shown recorded. As this screenshot 
displays only ten values at a time of all the sensed values 
corresponding to 28 sensors, they are also written into a 
spreadsheet of Table 1 during this simulation for convenience. 
Table 1 shows the values of the sensor attributes for each of 
the 5 sensor types. Note that sensed values at the SP and the 
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values in this table are same. The values that are sent to BS are 
correspondingly equal, verifying the objective of this applet 
(project) implementation. Also each SN is assigned with a 
MAC address against it and its sensed attribute value, during 
the simulation. In conclusion this (applet) provides the 
implementation of secured DA in farming application using 
WSN. As this is prototype model, it requires a thorough 
analysis before adopting this model for a realtime field 
implementation. This work provides modeling of a realtime 
farmland scenario, saving enormous cost that would otherwise 
be incurred due to lack of initial knowledge. 

 
Figure 4: Screenshot of Base station with data shown 

 
4) Imulation of IDS Manager 
Figure 5 shows the snapshot of the IDS manager window. 

The IDS manager gives details about the node whose data 
being manipulated. In IDS manager there is only one 
command that is ‘View Attacker Details’. It displays the 
attacker name to the respective node, what data has been 
changed of that particular node and lastly we can see the date 
and time of attack. Any data of a SN, if changed by the 
external interface or by any intruder, details can be seen and 
further action can be taken in order to provide more security to 
data at the end user. In an extended scenario, the IDS manager 
can also detect any active attack on the SN itself from being 
manipulated, by a proper tracking (which would be a course of 
future work). 

 
Figure 5: Screenshot of IDS manager 

Table 1: The complete set of readings for all 28 SNs corresponding to five 
attributes under consideration (mph –miles per hour). 

 

 
 

5) Transmission - delay and energy  
Figure 6 shows the graph of delay (left y-axis) and energy 

(right y-axis) as function of SN number along x-axis. The 
delay (microsecond - µs) refers to the transmission time and 
the energy refers to energy consumed (in milli-Joules – mJ) 
during the transmission of each message (packet) of sensed 
attribute data. The amount of the energy consumed and the 
transmission delay are random depending on the sensed 
attribute and the network conditions, which is simulated 
internally by Random-Number (RN) generation. The energy 
values E1 to E28 corresponds to the SN 1 to 28, respectively. 
Based on the calculation of the energy consumption for each 
(message) slot we can have overall idea of how much energy 
has been consumed from the battery. The maximum energy 
consumed is 17.5 mJ (for pH-value attribute) and the 
minimum energy is 1.04 mJ (for pressure attribute), both 
found by simulation. 
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Figure 6: Delay and energy bar graph for the 28 sensor nodes 

 
Energy Calculation: The amount of energy (mJ) consumed by 
the system is given by the formula: 
Energy = (message content/time delay)*1024 bytes, in Joules. 

The simulated delay values are T1 to T28 (µs) 
corresponding to the SN, 1 to 28, respectively as shown in 
Figure 6. The maximum and minimum network transmission 
delays are 109.38 µs (for temperature attribute) and 15.63 µs 
(for pH-value and pressure attributes), respectively both found 
by simulation. 
Time Delay calculation: The time taken by the packet (or 
message) to transmit data from source - SP to the destination - 
end user is given by: 
Time delay = Start time – End time, in seconds. Note: the 
delay and energy parameters are tabulated in µs and mJ, 
respectively for convenience. 

V. CONCLUSION 
In the work presented in this paper, a prototype of Java 

applet is developed to model a WSN for implementing in 
farmland for secure DA, with an objective of monitoring the 
soil attributes such as - temperature, pH-value, pressure, 
humidity, and wind-velocity for an optimum yield. This applet 
is developed on Java/Eclipse platform. The simulation using 
this applet validates our scheme of implementation of secure 
DA in WSNs for implementation in farmland. A security 
mechanism is also proposed to protect the sampling procedure 
in the form of IDS manager, incorporated into this simulated 
WSN. By exploiting the spatial correlation among the 28 SNs 
labeled - s1 to s28 considered in this case study in close 
proximity, a proper conclusion can be drawn towards the soil 
quality. From the functioning and lifespan - perspective of the 
SNs and hence the WSN, the DA and its transmission over the 
network is very vital. Each one of the soil attributes has their 
own delay and energy consumption in its process of sensing 
and transmission. The maximum delay found by simulation is 
109.38 µs for the temperature attribute; and a minimum of 
15.63 µs for - pH-value, pressure, humidity, and wind-
velocity. The simulated maximum and minimum energy, 
consumed are 17.504 mJ (for pH-value) and 1.04 mJ (for 
pressure). The function of the IDS manager in this prototype 
version of the applet is made simple for convenience, but in 

future work it is planned to address all types of attacks, in 
view of farmland application. 
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