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Abstract —With the anomaly detection systems, many approacke
and techniques have been developed to track novetacks on the
systems. Anomaly detection systems based on predefirules and
algorithms, it is difficult to define all rules, To overcome this
problem various machine learning schemes have been
introduced, In this schema, the system relies on deing models
of normality that is later used to detect suspiciosi events, Such
algorithms are generally susceptible to deceptiomotably in the
form of attacks carefully constructed to evade detgion. Various
learning. Schemes have been proposed to overcomeisth
weakness. One such system is keyed IDS (KIDS), tK¢DS core
idea is akin to the functioning of some cryptograptt primitives,
namely to introduce a secret element (the key) intthe scheme so
that some operations are infeasible without knowingt. In KIDS
the learned model and the computation of the anomglscore are
both key dependent, a fact which presumably prevest an
attacker from creating evasion attacks KIDS depenan secraecy
of the key and the method used to generate the kesach time
when attacker attacks.

1. INTRODUCTION

PDACE, Kalabuigarnataka, India

Recent work has accurately pointed out theturity
problems differ from other application domains oaahine
learning in, at least, one fundamental feature:ptlesence of
an adversary who can strategically play againstatgerithm
to accomplish his goals. Thus, for example, one omaj
objective for the attacker is to avoid detectiona&on attacks
exploit weaknesses in the underlying classifierbjctv are
often unable to identify a malicious sample that lmeen
conveniently modified so as to look normal. Exarspé such
attacks abound. For instance, spammers regulaflyscate
their emails in various ways to avoid detectiong.,eby
modifying words that are usually found in spam, lor
including a large number of words that do not &inly,
malware and other pieces of attack code can befuligre
adapted so as to evade intrusion detection sys(¢Dts)
without compromising the functionality of the attac
A few detection schemes proposed over the last yfears
have attempted to incorporate defenses againstioavas
attacks. One such system is a keyed intrusion tietesystem

(KIDS), introduced by Mrdovic and Drazenovic at

A wireless sensor network (WSN) consists IntrusioanVA[l]_ KIDS is an application-layer network anaty

detection is an important defense mechanism used
defenders to determine if someone has penetrag@dststem.
Two approaches have typically been taken when degjg
intrusion detection systems: signature-based anumaly
detection. Signature-based systems, such as Snwtgh
incoming packets against various signatures thptesent
different types of malicious activity, such as parfar buffer
overflow attacks or signatures for worms. Unfortehg such
a system is reactive in that a malicious activityshfirst exist
before a signature can be developed. Anomaly detect
attempts to address this shortcoming by alertingl@anges in
activity, where these changes are unusual (anomsialod
great deal of research effort has gone into crgatimomaly
detection systems[6], although very few systemsehseen
wide-

Spread use. Such systems have been developed rateopé
the host level to detect if a user is attemptingabuse an
application in order to gain root privileges (elgorrest et al.
[3]), and at the network level to detect if a reenativersary is
attempting to gain unauthorized access (e.g. Mifd3.
However, little work has gone into determine- in tie
underlying assumptions hold. In particular, it &samed that
the malicious behavior is anomalous, and theretbet by
detecting anomalous behavior we are detecting moakc
behavior.

R¥etection system that extracts a number of featfivesrds”)

from each payload. The system then builds a model o
normality based both on the frequency of observed
Features and their relative positions in the payld&lDS’
core idea to impede evasion attacks is to incotpothe
notion of a “key”, this being a secret element uded
determine how classification features are extradteth the
payload. The security argument here is simple: dhengh
the learning and testing algorithms are public,aawersary
who is not in possession of the key will not knavaetly how
a request will be processed and, consequently nailbe able
to design attacks that thwart detection.

KIDS is an application-layer network anomaly detatt
system that extracts a number of features (“worttsin each
payload. The system then builds a model of norgpndlésed
both on the frequency of observed features and tk&itive
positions in the payload. KIDS’ core idea to impen&sion
attacks is to incorporate the notion of a “key’istheing a
secret element used to determine how classificagatures
are extracted from the payload. The security arguirhere is
simple: even though the learning and testing allgors are
public, an adversary who is not in possession efkigy will
not know exactly how a request will be processed, an
consequently, will not be able to design attacka thwart
detection
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The Proposed work is organized in 6 sections. &ecti
presents a general introduction of a network imbrus
detection system using secret element key. Se@tipresents
the related work of the different types of secumtgthods.
Section 3 presents the design of the proposed rsystith
block diagram are discussed. Section 4 presentsltReand
Discussion.Section5concludes  the  work  with
enhancement.

2. RELATED WORK

detect such optimally modified instances by adaptin

thedecision surface of the classifier, and alsoutis how the
adversary might react to this.

The authors [2] considered a problem, ae. adversary
with full knowledge of the classifier to be evaded.

The author [3] considered a problem, hawv evasion can

be done when sudnformation is unavailable. They formulate
reverse engineering problem

the adversarial classifier
(ACRE)[2] as the task déarning sufficient information about

a classifier to construattacks, instead looking for optimal

future

3. PROPOSEDSYSTEM

The communication between source and end usehein t
time when

key server key will
communication done.

be generated each
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Fig 1. Key generating in key server
Fig 1 shows key generating in key server.

In this section various attacks on kids airaédecovering

strategies. The authomse a membership oracle as an implicitthe secret set of delimiters(i.e, the key).for éhastacks two
adversarial model: thattacker gives the opportunity to query broad classes,depending on what feedback from KIS
the classifier wittany chosen instance to determine whether ifittacker may have access to before presenting tharka.

is labeled asmalicious or not. Consequently, a reasonable€>etting feedback from the IDS seems a priori more

objective is tofind instances that evade detection with anProblematic, but it would be unsafe to assume (s
affordable numbeof queries. A classifier is said to be ACRE knowledge is unavailable to the attacker. In thsecaf the
learnable ifthere exists an algorithm that finds a minimal-cost?lack box model, one potential scenario involvesatiacker
instance evading detection using only polynomial-many Who can determine whether an alarm has been gedecat

queries.

The authors [4], Consider the problanslassifier is ACRE
k-learnable if the cost is not minimal but boundsdk. Among
the results given by the author 3, it is proved tim@ar classifiers
with continuous features are ACRE k-learnable uniteal cost
functions. Therefore, these classifiers should het used in
adversarial environments.

The authors [5], demonstrate that polymorphic mignic
worms, based on encryption and data encoding taschte
their content, are able to evade frequency didiobtbased
Anomaly detectors like PAYL. PAYL models byte-value
Frequency distributions (i.e., 1-grams), so detecttan be
avoided by padding anomalous sequences with aroppate
amount of normal traffic. In order to counteractypaorphic
mimicry worms, PAYL authors developed Anagram [&h
anomaly detector that models n-grams observed mmalo
traffic.

From the literature survey, we found that such

algorithms are generally susceptible to deceptataply in
the form of attacks -carefully constructed
detection.overcomes this weakness we propose Kiysek
intrusion detection system.

The proposed method is based on standard cryptoigrap

primitives included secret element (the key), smperations
is infeasible without knowing it.

to evade

not. This information could be obtained by obsegvithe
network and checking if an alarm is sent to theusggc
officer,either directly by observing the channeliodirectly
through some side channels. If the attacker isaidér, even
one with fewer privileges, obtaining this infornmati may be
easier.

The gray-box model is stronger in the sense that

getting access to the anomaly score seems rathealistic.
Apart from the merely theoretical interest, serfoielieve that
the score may be also obtained by the attackérigxample,
such a value is included in the alarm sent to theusty
officer. Some real-world IDS do this in order tcopide the
decision maker with as much information as possibleut the
potential attack. Thus, if such alarms are not ypted, an
observer could get access to the score.
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Fig 2. Block diagram of keyed intrusion detectiystem
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The fig 2 shows the key detection.

consists of feeding KIDS with the first byte ofthen with the

Sourcedn this module, client browses a file, encrypt first two bytes of p, and so on. When the nexitbhe-last byte

and upload to the router. Generate the key Redaeggtt the
key for the file.

happens to be a delimiter, the KIDS will detectransition
where the left word is likely to have been seenmdytraining,

Key sensorMatches a key for new file with gray box whereas the right word is often unknown (since st i

and black box. For the new file key will be stor@dboth
black box and gray box, If key already exists migamform to
use the same key which is already available, Chegls Safe

truncated). At this point, the anomaly score wiiffer a slight
decrement. By conveniently repeating them procedalteéhe
delimiters present in p can be recovered.

(attacked or not) and capture all attackers, Figp@ihend user Regardless of the technical details, the main deaWtof

requested file keys.

the naive strategy discussed above is that thekattavill only

Router-Receive Enc data from source, Get Key frombe able to recover those key elements presenteimdnmal

Gray Box or Black Box to download the file. Decrymtata
when end user request, Send file to end user, \dikdiles
transaction

ReceiverRequest secret key and available files
the router. Request and receive decrypted files.

A. KEY Recovery attacks

payloads available, which may well be just a fi@etof all of
them. Besides, the complexity of such an attadikéar in the
number of payloads and their lengths.
b, Key-Recovery on Black-Box KIDS
In this section we present a key-recovery attackmihne
Only information about a payload an adversary detsn
KIDS is its classification label, i.e., whetherist normal or

_Author Juan E. Tapiador, Agustin Orfila, Arturo Anomalous. In some respects, this information s Iéine
Ribagorda, and Benjamin Ramos[9] experiment amlysigrained Than the anomaly score, so it is reasortabéxpect

shows that in KIDS scheme attacker easily ablenteract
with it and using the feedback of the interactiatacker
attacks on the secure data. Attacker takes helpadbus
gueries to get more information related to the esekey. The
attack makes exactly 257 queries to KIDS: 256 vetth
tentative key element d, plus one final query teedweine
which subset corresponds to the key [8].

B. Adversarial Model and Notation

When assessing the security of systems such as,KIDS
major problem comes from the absence of widely pteck
adversarial models giving a precise description tbé
attacker’'s goals and his capabilities. Barrenolef4d Have

recently introduced one such model for secure nmachi

learning[5]and discussed various general attackgoates.
Our work does not fit well within Barreno et alrsodel
because our main goal is not to attack the learalggrithm
itself, but to recover one piece of secret infoioratthat,
subsequently, may be essential to successfullyclauen
evasion attack. In some respects, our work is farensimilar
to that of Lowd and Meek [1], where the focus istloa role of
active experimentation with a classifier. In suchcanario, it
is absolutely essential for the attacker to be &tl€1) send
queries to the classifier; and (2) get some feedlahout the
properties of the query as processed by the sysidi.
emphasize that the ability to do this is close lie bare
minimum required to analyze the security of anyesaeé.

C. Key-Recovery on Gray-Box KIDS

In this attack, we assume the attacker has acoefiset
anomaly score assigned to a chosen payload. Foriney it is
reasonable to assume that some normal payloadknaren
for. (Consider, for example, the case of an IDSlyaiag
HTTP requests sent to a publicly accessible welesewhere
a large number of such payloads will be known bg
attacker.)

Let p be one such normal payload. A straightforward

strategy to identify what elements of p belonghe key D

That attack working under this assumption will Bigtgly
More complex.

The central idea behind our attack is actually equit
simple. We will provide KIDS with a normal payload
concatenated with a carefully constructed tale.hSactail
contains a large number of unseen words separateitheb
candidate delimiter. If the delimiter does not lgjato the
key, the entire trail will be processed as just.one

The word and the anomaly score will be roughly Emi
to that of the original payload. If this is the eashen the
payload will be marked as normal with high probiapil
Conversely, if the delimiter does belong to the , kéae tail
will be fragmented into a large number of previgushseen
words and transitions. This will negatively imp#woe anomaly
score, invariably resulting in an anomalous payload
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4. RESULT ANALYSIS

We experimentally validate our attackgihw an
implementation of KIDS written in C. The system viwsned
with 2000 HTTP payloads captured in a universigtwork.
The data set does not include attackshag are not necessary
to recover the key.

Following the design principles given in [9], our
experiments have been conducted with key sizesrrgrigpm
15 to 30, even though this parameter has littlli@rfce on the
results. In all cases, the delimiters are randogeyerated
avoiding repetitions, and the detection threshel@hiosen to
guarantee that at least 99 percent of the traisétdalls below
it.

We note that this way of selecting a key does not
coincide with the procedure given in [9], where #ngthors
suggest a method involving both normal and attaeKic.
This, however, is irrelevant to our attacks, ag/ tiverked on
an already trained system, regardless of how tlehks been
chosen.

In the case of the gray-box attacks, words and are
automatically extracted from one normal payload .

Since the black-box attacks, we used a subset of

randomly Chosen payloads and made them availabtbeto
attacker.
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5. CONCLUSION

We have analyzed the strength of KIDS against key-
recovery attacks. We have presented key-recovenckat
according to adversarial settings, depending onfekeback
given by KIDS to probing queries. Analysis showthgt it is
reasonably easy for an attacker to recover the@®ayfocus of
this work has been on recovering the key throudttienft
procedures, demonstrating that the classificatimtgss leaks
information about it that can be leveraged by aacher.
However, the ultimate goal is to evade the systerd,we have
just assumed that knowing the key is essentiataft an attack
that evades detection or, at least, that signifigafiacilitates
the process. It remains to be seen whether a kelgadifier
such as KIDS can be just evaded without explicigigovering
the key.
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