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Abstract—The paper deals with the study of numerical 
techniques which are used for computing the approximate 
solutions of infinite integrals. These techniques are software 
oriented. It is necessary to develop a hardware oriented solution 
which asses the performance in terms of speed and area. 
Implementation of integrals have very lengthy critical path 
delays which restricts the throughput rates, this can be reduced 
by architectural modifications in which the structure can be 
operated at higher throughput rates and less area consumptions. 
Here implementation of pipelining structure, fine grain pipelined 
structure and parallel structure is carried out using trapezoidal 
rule. The same is provides a high performance ability. In the 
present study FPGA’s are used as a implementation platform. 
  
Index Terms—FIR structure, Trapezoidal rule, Pipelining, 
Parallel structure, Fine-grain Pipelining etc. 
 

I.INTRODUCTION 
 

In many applications such as mathematics and 
engineering there sometimes rise the circumstances where it is 
tricky to find an anti-derivative of an integrand. An often used 
approach for obtaining approximate solutions for such 
integrals is the Numerical Integration (NI) technique. It is the 
approximate computation of an integral using numerical 
technique. 
Its basic form, the definite integral is approximated as: 
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Substituting n = 1 in equation (1) results in the Trapezoidal 
Rule for NI as: 
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Where, h=b-a 
The generalized Finite Impulse Response (FIR) equation is 
Given by:  
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Where ak(0≤k≤M-1) are the coefficients needed to produce the 
necessary filtering response Equations (2) and (3) advice that 
there is a one-to-one communication between the Trapezoidal 
rule and the FIR equation. Then a hardware structure for NI 

can be obtained by mapping the Trapezoidal rule on to a 
worldwide FIR structure.These have been some hardware 
applications of NI by means of radix-2 encoding techniques. 
Although, these solutions have stretched computational delays 
and have huge non-recurring engineering (NRE) costs. With 
FIR jobs the complex arithmetic operations are applied in 
terms of multiply and add operations only. The multiply 
operation is the important computational bottleneck in the FIR 
structure; it needs a high computation time .The different 
variety of approaches have been followed to speed up the FIR 
filter structures. The Distributed arithmetic (DA) has been 
used as an alternative over the expectable multiply and 
Accumulate (MAC) operations. This, however, leads to slow 
structures as in effect, bandwidth is being traded off to save 
resources. Constant coefficient multiplication is yet another 
method that has been used to design efficient structures. These 
are based on using look-up tables and addition operations. 
However, the use of look-up tables has limited their usage in 
FIR process.  

These expectable techniques have mainly focused on 
getting a speed up by adjusting the discrete individual 
components of the FIR structure. This can be revealed that by 
introducing architectural changes at the system level a 
subsequent speed-up in the performance can be achieved. This 
involves operating the hidden concurrencies within the 
algorithm to be realized. Pipelining and parallel processing are 
the methods that have been used at system level to operate 
these concurrencies. The key issue here is finding out the 
amount of parallelism that can be exploited within an 
algorithm. 

The Computational complexity and data 
dependencies are communication bounds, filter lengths, finite 
arithmetic effects and so on. These are the factors that are 
needed to be taken as consideration before using the 
modifications.  
Other major issue is the availability of a suitable platform that 
can support the hardware intensive processing with current 
FPGAs, the technology which provide bit-parallel multipliers 
that can be used to develop different sorts of architecture. 
FPGA’s are therefore, being increasingly used for 
computationally intensive applications. 
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II. OBJECTIVE OF THE PROJECT
 

The main objective of this project is to perform the 
approximate solution for the NI by using Trapezoidal rule. 
The objective is supported by testing the proposed method that 
is different types of structure which are obtained by the 
modification of basic architecture. The aim of the project is to 
study the different structure and their performance which 
results in the better throughput.  
The proposed method is using the Architectural modification 
by comparing the performance such as throughput, Number of 
Latency in the individual architecture, and to improve this 
evaluation parameter using the proposed method.
 

III. IMPLEMENTATION OF THE PROJECT
 
1. The basic architecture 

The basic architecture consists of delay unit, 
Multiplier, and the summer block. The basic architecture is 
designed based on the one-to-one correspondence. This one
to-one correspondence exist in between equation 2 and 3 of a 
general FIR structure for the trapezoidal rule. The trapezoidal 
rule is given below in the figure 3.1. 

Fig 3.1: Architecture of FIR filter for Trapezoidal rule
 

The above architecture describes the FIR structure for 
Trapezoidal rule. In this structure the critical path is limited to 
one multiplication and N addition operations. The critical path 
computation time Tc is given by 

TC= TM+ NTA                                 
Where, Tm is the computation time for one multiplication 
operation 
TA is the computation time for addition operation
N is the numbers of taps in the filter. 
Finally the sampling frequency or the throughput of this basic 
architecture is approximately given by 

The sampling frequency and the critical path 
frequency is a function of filter length N, with increase in 
filter length the throughput or the sampling frequency 
decreases. This critical pathway of the basic structure can be 
minimized by transposing the structure. Where the transposed 
structure is obtained by the interchanging the input and output 
nodes and by changing the direction of data flo
2. Transposed and pipelining structure 
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throughput of this basic 

 

The sampling frequency and the critical path 
frequency is a function of filter length N, with increase in 

e sampling frequency 
decreases. This critical pathway of the basic structure can be 
minimized by transposing the structure. Where the transposed 
structure is obtained by the interchanging the input and output 
nodes and by changing the direction of data flow. 

The next architecture is transposed structure. By 
interchanging the input and output nodes and by changing the 
direction of data flow on each link, the transposed structure is 
obtained. The transposed structure is 

Fig 3.2:  Architecture of Transposed FIR filter for Trapezoidal rule

The sampling frequency and the critical path of the 
transposed structure are restricted computation time of the one 
addition and the one Multiplication and also they
independent of the filter length. 
The critical path computation time T
structure is given by 

TCT

Where TMis the 
multiplication. 
TA is the computation time for one addition.
The throughput or the sampling frequency of the transposed 
structure is given by 

Now the data is being appear to all the multipliers at 
a time or simultaneously. This structure is also known as the” 
Data Broadcast” structure.  
The critical path which is appearing in this structure can be 
further reduced by pipelining the structure. This can be 
achieved by placing the latches with the feed
of the transposed structure.   
3. Pipelining Structures 

The pipelining can be done by placing the latches 
with the feed-forward cut sets of the transposed structures. 
The pipelining structure for trapezoidal rule is shown in 
figure3.3 

Fig 3.3: Structured pipeline for Trapezoidal rule

The pipelining structure m
TM by making the slight increa
pipelined structure is given by 

Where, 
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Now the data is being appear to all the multipliers at 
neously. This structure is also known as the” 

The critical path which is appearing in this structure can be 
further reduced by pipelining the structure. This can be 
achieved by placing the latches with the feed-forward cut sets 

The pipelining can be done by placing the latches 
forward cut sets of the transposed structures. 

The pipelining structure for trapezoidal rule is shown in 

 
pipeline for Trapezoidal rule 

 
The pipelining structure minimizes the critical path to 

by making the slight increase in latency. The critical Fora 
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TM is the computation time for one multiplication.
Then the throughput or sampling frequency of a pipelined 
structure is given by 

 The computation time of the multiplier unit limits the 
critical path of the pipelined structure. For large input words 
lengths; the computation time taken by the multiplier is 
significantly large. This factor limits the throughput of the 
overall structure. For large input words lengths, it is 
advantageous to break the multiplication unit into smaller 
multiplication units. Then a pipeline register is introduced in 
between the two smaller units which will increase the 
sampling rate, at the expense of an increased latency. This 
kind of structure is known as fine- grain pipelined struc
4. Fine-Grain Pipelined Structure 

By introducing the pipeline register is introduced 
between the two smaller units to increase the sampling rates, 
by increasing the latency. This type of structure is known as 
Fine-grain structure. The fine-grain structure is shown in 
figure3.4. 

Fig 3.4: Structure of fine grain pipeline for trapezoidal rule
 

5. Parallel Structures 
Pipelining and parallel processing are duals each other, if the 
structure is pipelined it can also be processed in parallel. 
representation of a trapezoidal rule for a Single
output (SISO) system is given by the equation: 

Z(n) =
The SISO system wants to be converted to a 

multiple-input multiple- output (MIMO) to get a 
structure. 
For example, the MIMO equations are representing the 4
parallel structure of above equation are 

z(4k) = y(4k)+hy(4k-1)+hy(4k+2)+…                (11)

z(4h+3)=

The each delay in the 4-parallel structure is a block 
delay of four clock cycles. The critical path of the structure 
does not change by parallel processing, since the four samples 
are processed in a single clock cycle. This increases the 
overall throughput rate is four times the origin.
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parallel structure is a block 
delay of four clock cycles. The critical path of the structure 
does not change by parallel processing, since the four samples 

clock cycle. This increases the 
overall throughput rate is four times the origin. 

Fig 3.5: Paralleled structure for Trapezoidal rule

The major disadvantage of the parallel structure is 
that a lot of on-chip resources are required due to the 
duplication of the hardware. However, the process is targeted 
for FPGA devices; the resources used for hardware are quite 
high. This high amount of fundamental logic can be used 
efficiently, so that area is not   a major concern.
 For a 4-parallel the critical path is 

The sampling frequency or throughput is given by
fpar sample= 4xfpip sample 
 

IV.  RESULTS AND DISCUSSION

A. METHODOLOGY 
The Trapezoidal rule for FIR structures are 

implemented by using FPGA platform. The implementation is 
done for an 8-tap filter which is having input word length of 8 
bits. VHDL is used as an Initial design entry. XILINX ISE is 
used for Design synthesis, mapping and translation are carried 
out and through-put and area is
B. RESULTS 

In the present work, implementation is done on 
different architecture that is Basic architecture, Transposed 
architecture, pipeline and Fine
implemented by doing an architectural modification.

Ethics in Engineering & Management Education 
July 2015) 

 
Fig 3.5: Paralleled structure for Trapezoidal rule 

 
The major disadvantage of the parallel structure is 

chip resources are required due to the 
f the hardware. However, the process is targeted 

for FPGA devices; the resources used for hardware are quite 
high. This high amount of fundamental logic can be used 
efficiently, so that area is not   a major concern. 
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RESULTS AND DISCUSSION 
 

he Trapezoidal rule for FIR structures are 
FPGA platform. The implementation is 

tap filter which is having input word length of 8 
bits. VHDL is used as an Initial design entry. XILINX ISE is 
used for Design synthesis, mapping and translation are carried 

put and area is analyzed. 

In the present work, implementation is done on 
different architecture that is Basic architecture, Transposed 
architecture, pipeline and Fine-grain architecture; these are 
implemented by doing an architectural modification. 
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Fig 4.1: Basic architecture output
 

The above figure 4.1 shows that Basic architecture 
implementation. The basic architecture requires more 
computation time because of the multiplication process 
requires more time to compute when compare to Addition. As 
the number of taps increases it results in the more delay, as the 
filter length increases the through put will decreases. For 
every 4 clock cycle the results will be obtained.

Fig 4.2: Transposed architecture output
 

The above figure 4.2 shows the output of a 
Transposed structure. This is obtained by interchanging the 
input and output nodes. In this the filter length N is removed. 
So that compare to basic architecture the through put is little 
high for the same latency of basic architecture. In this also for 
every four clock cycles results are obtained, thus the 
computational time is little faster. 

Fig 4.3: pipelined architecture output
 

The figure 4.3 shows the output of a pipelined 
structure.This will results in the reduction in the critical path. 
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Fig 4.3: pipelined architecture output 

The figure 4.3 shows the output of a pipelined 
structure.This will results in the reduction in the critical path. 

It takes the more latency to produce the output but it’s much 
faster compared to Transposed structure. Here the latencies are 
used to activate the latches. It uses 5
throughput will be more compare to Transposed.

Fig 4.4: Fine-grain pipelined architecture

The figure 4.4 shows the output of Fine
Pipelined structure.  This structure results in the reduction of 
critical path. It takes the 6 latency to activate the latches. 
Because of the architectural modification it will do the 
computation fast and throughput will be more because it 
performs the operation by parallel processing.
Table 1: Throughput and Latency Comparison for Different 
Architecture 

Structure Throughput
(MHz) 

Basic FIR 
structure 

122.69 

Transposed 
FIR structure 

169.49 

Pipelined FIR 
structure 

484.96 

Fine-grain 
pipelined FIR 

structure 

598.800

 
The table 1 shows that area comparison between the 

different architecture. The table 2 shows the utilization of area 
for 8-tap filter which is having 8 word input length.
 
Table 2: The area comparisons for different Architecture

Structure No. of 
LUTs 

Basic FIR 
structure 

 31 

Transposed 
FIR structure 

32 

Pipelined FIR 
structure 

32 

Fine-grain 
pipelined FIR 

structure 

32 
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latency to produce the output but it’s much 
faster compared to Transposed structure. Here the latencies are 
used to activate the latches. It uses 5-latency but the 
throughput will be more compare to Transposed. 

 
grain pipelined architecture output 

 
The figure 4.4 shows the output of Fine-grain 

Pipelined structure.  This structure results in the reduction of 
critical path. It takes the 6 latency to activate the latches. 
Because of the architectural modification it will do the 

and throughput will be more because it 
by parallel processing. 

Table 1: Throughput and Latency Comparison for Different 

Throughput  
 

Latency 
(No.of clock 

cycles) 

Clock 
period 

(ns) 

 4 10.89 

 4 7.804 

 5 5.277 

598.800 6 2.581 

table 1 shows that area comparison between the 
different architecture. The table 2 shows the utilization of area 

tap filter which is having 8 word input length. 

Table 2: The area comparisons for different Architecture 
No. of 

occupied slices 
No. of 
IOBs 

18 18 
 

17 18 

19 18 

24 18 
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Fig4.5: Through-put variations for 8 order filter 

 
The fig4.5 shows the through-put variation in the 

different architecture. By doing the architectural modification 
the through-put   will increase, 4-Parallel Structure will give 
better through-put 
 

V.CONCLUSIONS 
 

In the present work the implementation of trapezoidal 
rule for NI is done by mapping the algorithm of integration on 
to the FIR structures which is having 8-tap filter with an input 
word length of 8.The solution for the hardware is entirely 
based on the modifications of architecture that will be carried 
out at a system level. 

In the present work an experimental results are 
obtained which clearly shows that a notable improvement in 
the performance which is achieved by introducing the 
architectural modifications like pipelining and parallel 
processing. 
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