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Abstract— Magnetic Resonance Imaging (MRI) brain tumor
image classification is a difficult task due to thevariance and

complexity of tumors. This paper presents an efficig techniques

for the classification of the magnetic resonance hin images. In

this work we are taking MR images as input; MRl whch is

directed into internal cavity of brain and gives tke complete
image of the brain. The proposed technique consistef two

stages.In the first stage, discrete wavelet trangfim is used for

dimensionality reduction and feature extraction.In the second
stage, classification is performed using the probalistic neural

network. The classifier have been used to classifgal MR images

as benign (non-cancerous) and Malignant (cancerous)
Probabilistic neural network (PNN) with image and dta

processing technique is employed to implement an tamated

brain tumor classification. The use of artificial intelligent

technique has shown great potential in this field.

Index Terms— Brain tumors, Feature extraction,Classification,
MRI, Probabilistic neural network, Dimensionality reduction,
Discrete wavelet transform.

I. INTRODUCTION

Brain tumor is one of the major cause forréase in
mortality among children and adults.A tumor is asmaf
tissue that have uncontrolled growth of cells.Maigne
resonance imaging (MRI) has become a widely empldyegh
quality medical imaging now a days in the field tafmor
detection.Brain tumor classification in MR imagesvé
become a vital
classification, some good features have to be ebetia

A good classification process leadshright decision
and provide good and right treatment.Treatmentsasfous
types of brain tumor are mostly depending on typkebrain
tumor[1].During the classification of MR brain imeg
variability in certain aspects such as tumor shapeation,
size and intensity.In tumor classification,intepsiteature
plays a vital role in differentiating tumor fromhetr brain soft
tissues. The brain is comprised of different tisssiech as the,
white matter (WM), cerebrospinal fluid (CSF) andagr

matter(GM).Brain tumors may have different types of

symptoms ranging from headache to stroke,so synwpteith
vary depending on tumor
Imaging(MRI) is widely used for the scanning purpoMRI
posses high image quality.The image quality play&ad role
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area of discussion.For accurate éma

in brain tumor classification. MRI will create di¢al images
of the organs and tissues within the body [2-43.kfficient in
the application of brain tumor detection,due tohhigntrast of
soft issues, high spatial resolution and as it roa-invasive
method.Benign brain tumors are tumors that arise ftells in
the brain or the covering of the brain.Malignanaibrtumor
occurs when cancers cells spread to the brain fidmenign
cancer to the other part of the body.

In today’s digital era capturing,storingd analysis of
medical image has been digitized.The challenge fitbim
perspective of time and accuracy is the detailéerpmetation
of medical images [2].The challenges stand talkeeggly in
regions with abnormal color and shape which needbe
identified by radiologists for further studies.MRI'create
more detailed pictures than CT scans and are teferped
way to diagnose a brain tumor for early detectioh
abnormalities .

The image acquisition parametes can be adjusté&dRhfor

generating high contrast image with different gtayels of
neuropathology.Brain cancer is one of the leadiagses of
death from cancer.Brain cancer is most treataldecarable if
caught in the earliest stages of the tumor.The rackd brain
cancer can only spread inward because the skullnatl let
the brain tumor expand further in outward regiomsgv puts
excessive pressure on the brain and can cause mpemntha
brain damage and eventually death.The diagnosticags will
be completed through a physical and neurologicahex

g

A neurological exam helps in evaluating the braind
nervous system and sensation, movement, balarexnesds,
coordination, vision, and hearing.

A diagnosis of brain cancer is generally madea specialist
called a neurologist or internist.Image testingt theay be
performed include MRI and/or CT scan which use cotep
technology to create detailed pictures of the bAaprocedure
called angiography may also be done to illuminakeodb
vessels in the brain that feed blood to a brainonifine
flowchart of the proposed technique is shown inifigl.

location.Magnetic Resonance
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For the implementation of the proposed method o&irBr
tumor classification,Magnetic Resonance Images 6@V
format of T2 weighted axial plane were collectezhf the Sri
Sai Krishna Neuro hospital, Hyderabad.The collecte
weighted magnetic resonance images are categdrizetivo
distinct classes with each as benign brain tumang a
malignant brain tumors respectively.

II.DISCRETE WAVELET TRANSFORM

The wavelet is a powerful mathematical tool for tfea
extraction and has used to extract the waveletficaafts
from MR images.Wavelet transforms are multi-redolut
image decomposition tool that provide a varietgldinnels
representing the image feature by different fregyesub-
band at multiscale.Discrete wavelet transform casvéhe
image from the spatial domain to frequency domdimfe
image is divided by vertical and horizontal linesldahe image
can be separated with four parts those are LL, HH,and
HH.

Columns

N Lo_D 1,2 LL
Rows
Lo_D 21
Ly
IMAGE |
Rows
"
Hi_D
— 2&1
Hi_D 112 HH

Columns
Fig 2. 2D Discrete wavelet transform
Where Lo_D - low pass filter;
Ho_D-high pass filter;
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41- Downsampling columns;
1l 2 — Downsampling rows;
The discrete wavelet transform can be evaluateusing ,

a,.[p1= Y. lin-2play n] @
d..[pl= 3 hin-2p]d, [n] @

n=-oo
Where g is used for next scale of the transform andsd
called wavelet coefficients, which determines otitifuthe
transform.Thed[n] andh[n] are coefficients of low and high-
pass filters respectively.we can assume that de pea
there is only half from number afandd elements on scale
j-wavelet transform is an important method for image
compression.

Wavelet based coding provides substantial improvenie
picture quality for high compression ratios mairdye to
better energy compaction property of wavelet tramsf
[6].The haar DWT illustrates the desirable promsrtiof
wavelets.It captures not only a notion of the fiermgy content
of input but also temporal content i.e, time at ebhthese
frequencies occur.

[1.LPROBABILISTIC NEURAL NETWORK

Probabilistic neural network is a radial basis aturetwork
which provides a general solution to pattern cfasgion
problems by using an approach developed in stjstlled
bayesian classifiers.Neural networks are frequesthployed
to classify patterns based on learning from exasfplét is
used to implement an automatic MR image classifioabf
brain tumor into benign and malignant.

It is one of the most influential neural netlwdVodel
which consists of several layers of Nodes[8].Ihgists of
input layer, an output layer and a hidden layerictvtinclude
input node(s), output node(s) and hidden node(s)
respectively.The second layer will sums these dmutions
for each class of inputs to produce a vector obahilities as
its net output.Finally, a complete transfer funetion the
output of the second layer picks the maximum ofs¢he
probabilities and produces 1 for that class andrHe other

class.
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Fig 3.Architecture of Probabilisitic Neural Networ
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The radial basis evaluates vector distance betwiapnt

vector and row weight vectors in weight matrix. Tdeléstance
are scaled by radial basis function non-linearitei the layer
finds the shortest distance among them, and tmu the

training pattern closest to the input pattern basadtheir
distance.A training set is used to create a legramvironment
in the probabilistic neural network .The trainingt snust be
thoroughly representative of the actual data se¢fiective

classification.Adding and removing training samplsiple

classes in a bayesian optimal manner.The algorithas
implemented using MATLAB software package.

IV. CONCLUSION

This paper presents an efficient method for clgsgif MR
images into benign and malignant tumor, using plodissic
neural
promising results in classifying MR images.Most thfe

involves adding or removing “neurons” in the hiddenexisting methods can detect and classify MR bmaiages into

layer[9].As the training set increases in size pin@babilistic
neural network asymptotically converges to bayesina
classifier.A PNN is predominantly a classifier gritcan map
any input pattern to a number of classificatiohg Tmain
advantages that discriminate PNN, are its fastitngiprocess,
an inherently parallel structure guranteed to cagey to an
optimal classifier as the size of the represergatigining set

increases and training samples can be added orvesimo

without extensive retraining[7].lt can be viewed as
supervised neural network that is capable of usinm a
system classification and pattern recognition.Aababilistic
neural network (PNN) is an information processigaoligm
that is inspired by the way of biological nervoystem,such
as the brain and process information.The key el¢noén

normal and abnormal[10].Whereas, the proposed adettith
the help of discrete wavelet transform’s output aswts, is
able to classify the brain tumor into benign andigmant.
Based on the experimental results, PNN is consiits have
major advantages over conventional neural netwatks, to
the fact that PNN learns from the training data
instantaneously.This method of automatic early ad&te and
classification of MR brain images into benign andlignant,
not only replaces conventional invasive techniquésalso
helps in reducing fatality rate.
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estimated using the formula,

1 1 (X=X)'(X =X )
fX)=———— ) ex ' 3
0 (2m)"*c® m; g 20° ©
Where Xi is i th training sample from category, is

smoothing parameter, m is is humber of training Ham P
indicates the dimension of the pattern vector Xe Thput
layer is fully interconnected with the hidden laysvhich
consists of the training set of PNN. The vector efves as
weight to the input layer.Finally,an output layapresents
each of possible classes for which the input imege be
classified.One other important element of PNN is tlutput
layer and determination of the class for which ithpaut layer
fits. The output layer compares the weighted vectorseach
target category accumulated in the hidden layer us®s the
largest vector to predict the category.The hid@eei consists
of a processing element corresponding to each imgetor in
the training set.Each output class should consisequal
number of processing elements otherwise it may tegabor
classification result.
Compared to the feed
network,training of the probabilistic neural netlwas much
simpler[1].Since PNN classify on the basis of bémsheory,
it is essential to classify the input vectors iotte of the two
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