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Abstract: To ensure the actual presence of a real legitimate trait
in contrast to a fake sdf-manufactured synthetic or
reconstructed sample is a significant problem in biometric
authentication, which requires the development of new and
efficient protection measures. In this project, we present a novel
software-based fake detection method that can be used in
multiple biometric systems to detect different types of fraudulent
access attempts. The objective of the proposed system is to
enhance the security of biometric recognition frameworks, by
adding liveness assessment in a fast, user-friendly, and non-
intrusive manner, through the use of image quality assessment.
The experimental results, obtained on publicly available data sets
of fingerprint, iris, and 2D face, show that the proposed method
is highly competitive compared with other state-of-the-art
approaches and that the analysis of the general image quality of
real biometric samples reveals highly valuable information that
may be very efficiently used to discriminate them from fake traits
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1. INTRODUCTION
Biometric technology has developed rapidly inergc years
and it is more direct, user friendly and convahieBut
biometric systems are vulnerable to spoof attacksars an
easy way to spoof biometric system. A secure systesds
Liveness detection in order to guard against spclofing. To
ensure the actual presence of a real legitimaigitrgontrast
to a fake self-manufactured synthetic or reconstidicample
is a significant problem in biometric authenticatiowvhich
requires the development of new and efficient pmtide
measures. In this project, we present a novel soévwased
fake detection method that can be used in multijienetric
systems to detect different types of frauduleneasattempts.
The objective of the proposed system is to enhathee
security of biometric recognition frameworks, by dad)
liveness assessment in a fast, user-friendly, amdimrusive
manner, through the use of image quality assessnidma
proposed approach presents a very low degree opleaity,
which makes it suitable for real-time applicationsjng 25
general image quality features extracted from onage (i.e.,
the same acquired for authentication purposes)stinguish
between legitimate and impostor samples. The eptogct is
simulated using Laboratory Virtual Instrument Erggring
Workbench (Lab View) platform.
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2. LITERATURE REVIEW

According to Javier Galbally,C.MSebastien Marcaljiah
Fierrez (2010), the general image quality featueesacted
from a image to distinguish between the legitimated
imposter samples. Considering that the fake imageuced in
an attack attempt will have different quality treaneal sample
acquired in the normal operation scenario. Follgwihis
quality difference the authors explored the po#rf general
image quality assessment as a protection methothstga
different biometric attacks with special attentidowards
spoofing. As the implemented features do not evelaay
specific property of a given biometric modalityafra specific
attack, they may be computed on any image. Accgrdin
SaptarshiChakraborty, Dhrubajyoti Das(2014), thecefa
liveness detection approaches are categorized basetthe
various types of techniques used for liveness tetecThis
categorization helps understanding different spatfcks
scenarios and their relation to the developed st A
review of the face liveness detection works is @nésd. The
difference between the live face from not live fashich is a
major security issue is presented. According to. $.iZ J.
Galbally, A. Anjos-S. Marcel (2011), the differetypes of
spoofing attacks related to face, iris and fingetprare
mentioned and also about the anti-spoofing methads
explained. The sites of the available data basgivén for the
reference and the values are compared with thaeetlaset.
Through the difference in the obtained values #z and fake
images can be distinguished and the spoofing ataak be
controlled. According to Zhou Wang, Alan Conrad oy
Hamid Rahim Sheikh (2004), methods for assessing
perceptual image quality traditionally attempted guaantify
the visibility of errors (differences) between atdrted image
and a reference image using a variety of known gnttgs of
the human visual system. Under the assumption hhatan
visual perception is highly adapted for extractstguctural
information from a scene, we introduce an altemeati
complementary framework for quality assessment dbase
the degradation of structural information. As a cfe
example of this concept, we develop a Structuralil&rity
Index and demonstrate its promise through a sémtaitive
examples, as well as comparison to both subjectitregs and
state-of-the-art objective methods on a databasémafjes
compressed are explained.
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3. RESEARCH METHODOLOGY
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Figure 1: Classification

Full-reference IQA methods rely on the availabilitya clean
undistorted reference image to estimate the quafitthe test
sample. The input grey-scale image | (of size Nxdjltered
with a low-pass Gaussian kernetQ.5 and size 3x3) in order
to generate a smoothed version “l. Then, the gqubétween
both images (I and’l)
corresponding full-reference IQA metric. This apgmb
assumes that the loss of quality produced by Gamdgiering
differs between real and fake biometric samples.

In this project, we use a novel software-based irbidimetric

and multi-attack protection method which use theagm
guality assessment. It is expected that a fake éncagtured in
an attack attempt will have different quality theneal sample
acquired in the normal operation scenario.Many fpgo
attacks, especially those which involve taking etye of a
facial image displayed in a 2D device (e.g., spapfattacks
with printed iris or face images), may be regarded type of
image manipulation which can be effectively detdctas
shown in the present work, by the use of differquality

features.Different features measuring trait-specigjuality

properties have already been used for livenessctilate
purposes in fingerprint and iris applications. Hee®e even
though these two works give a solid basis to treeafdmage
quality as a protection method in biometric systenme of
them is general. For instance, measuring the radgkvalley

of the 25 image qualityaseres

specific type of spoofing attack. The problem ofkea
biometric detection can be seen as a two-classifitagion
problem where an input biometric sample has to $sgaed
to one of two classes: real or fake. The key pahtthe
process is to find a set of discriminant featurdsctv permits

is computed according to theo build an appropriate classifier which gives piebability of

the image “realism” given the extracted set of dead. In the
present project we propose a novel parameterizatiomgl19
general image quality measures. All the 19 featofake full
reference image quality measures are explainedvbelo

31 FR-IQMs. Error Sensdtivity Measures: Traditional

perceptual image quality assessment approachdsaaesl on
measuring the errors i.e., signal differences betwé¢he

distorted and the reference images, and attempjusmtify

these errors in a way that simulates human visuedr e
sensitivity features. The error sensitivity measurare

classified into five different categories accordioghe image
property measures.

3.2 Pixel Difference Measures.These features compute the
distortion between two images on the basis of thiiel wise
differences. Here we include: Mean Squared ErroSEY)
Peak Signal to Noise Ratio (PSNR), Signal to Nd®sio
(SNR), Structural Content (SC), Maximum Differen(®4D),
Average Difference (AD), Normalized Absolute Er(dfAE),

frequency may be a good parameter to detect certaiR-Averaged Maximum Difference (RAMD) and Laplacian

fingerprint spoofs, but it cannot be used in irigehess
detection. On the other hand, the amount of ocatusif the
eye is valid as an iris anti-spoofing mechanisnt,aill have
little use in fake fingerprint detection. This sameasoning
can be applied to the vast majority of the livendsgection
methods found in the state-of-theart. Although aflithem
represent very valuable works which bring insightoithe
difficult problem of spoofing detection, they fad generalize
to different problems as they are usually desigioediork on
one specific modality and in many cases, also teai®ne
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Mean Squared Error (LMSE).

3.3 Correlation-Based Measures. The similarity between two
digital images can also be quantified in terms bé t
correlation function. A variant of correlation bdsmeasures
can be obtained by considering the statistics ef dhgles
between the pixel vectors of the original and disih images.
These features include Normalized Cross-CorrelathdXC),
Mean Angle Similarity (MAS) and Mean Angle Magnitud
Similarity (MAMS). In the MAS and MAMS entries inable
I, ai,j denotes the angle between two vectors, defemdi,j
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=2narccosli,jli,j

(1311 1511

denotes the
scalar product. As we are dealing with positiverioas | and”
I, we are constrained to the first quadrant of @ertesian
space so that the maximum difference attained ellt/2,

therefore the coefficient 24s included for normalization.

3.8 Information Theoretic Measures: The quality assessment
problem may also be understood, from an informatieory

perspective, as an information-fidelity problemtifea than a

signal-fidelity problem). The core idea behind thes
approaches is that an image source communicateseteiver
through a channel that limits the amount of infatiora that
could flow through it, thereby introducing distomis. The

3.4 Edge Based Measures:Edges and other two-dimensional 90al is to relate the visual quality of the testage to the

features such as corners, are some of the mostmafive
parts of an image, which play a key role in the homisual
system and in many computer vision algorithms idicig
quality assessment applications. Since the stralctlistortion
of an image is tightly linked with its edge degrtola here
we have considered two edge-related quality measiiatal
Edge Difference (TED) and Total Corner DifferendeCD).
In order to implement both features, which, we (ighe
Sobel operator to build the binary edge maps IE" d&g
(ilthe Harris corner detector to compute the namiof
corners Ncr and ™ Ncr found in | and "I

3.5 Spectral Distance Measures.The Fourier transform is
another traditional image processing tool which een

applied to the field of image quality assessmenthis project

we will consider as 1Q spectral-related featurbés $pectral
Magnitude Error (SME)and the Spectral Phase EB8H).

3.6 Gradient Based Measures.Gradients convey important
visual information which can be of great use foralgy
assessment. Many of the distortions that can affacimage
are reflected by a change in its gradient. Theegfosing such
information, structural and contrast changes caeffeetively
captured. Two simple gradient-based features adeded in
the biometric protection system proposed in thisjqmt,
Gradient Magnitude Error (GME) and Gradient PhaserE
(GPE).

3.7 Structural Similarity Measures:Although being very
convenient and widely used, the aforementioned etaglity
metrics based on error sensitivity present sevprablems
which are evidenced by their mismatch (in many sp®éth
subjective human-based quality scoring systems.thiis
scenario, a recent new paradigm for image quatisessment
based on structural similarity is used following thypothesis
that the human visual system is highly adaptedefdracting
structural information from the viewing field. Thedore,
distortions in an image that come from variatiomdighting,
such as contrast or
distortions), should be treated differently fromustural ones.
Among these recent objective perceptual measures,
Structural Similarity Index Measure (SSIM), has Himplest
formulation and has gained widespread popularitg ioroad
range of practical applications. In view of its yeattractive
properties, the SSIM has been included in the 2%fufe
parameterization.
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brightness changes (nonstalictu

amount of information shared between the test amal
reference signals, or more precisely, the mututdrimation
between them. Under this general framework, imaggity
measures based on information fidelity exploit {lre some
cases imprecise) relationship between statisticalge
information and visual quality. In this project wensider two
of these information theoretic features they are Yhsual
Information Fidelity (VIF) and the Reduced Referenc
Entropic Difference index (RRED). Both metrics aeesed on
the information theoretic perspective of IQA butlke@f them
take either a global or a local approximation ® phoblem, as
is explained below. The VIF metric measures theliua
fidelity as the ratio between the total informati@neasured in
terms of entropy) ideally extracted by the braionir the
whole distorted image and the total information vered
within the complete reference image. This metrieseon the
assumption that natural images of perfect quality,the
absence of any distortions, pass through the huwisual
system (HVS) of an observer before entering thénbrehich
extracts cognitive information from it. For distedtimages, it
is hypothesized that the reference signal has gasseugh
another “distortion channel” before entering the $VThe
VIF measure is derived from the ratio of two mutual
information quantities: the mutual information betm the
input and the output of the HVS channel when ndodi®n
channel is present (i.e., reference image infoomatand the
mutual information between the input of the distrtchannel
and the output of the HVS channel for the test imag
Therefore, to compute the VIF metric, the entiréenence
image is required as quality is assessed on alghaisés.

On the other hand, the RRED metric approaches ribiglgm
of QA from the perspective of measuring the amafribcal
information difference between the reference imagd the
projection of the distorted image onto the spacenatural
images, for a given sub band of the wavelet doméin.
essence, the RRED algorithm computes the averéfgeedice
between scaled local entropies of wavelet coefiisieof
reference and projected distorted images in a illiged
'fashion. This way, contrary to the VIF feature, foe RRED
it is not necessary to have access the entireeraferimage

Uhut only to a reduced part of its information (i.quality is

computed locally). This required information caneevbe
reduced to only one single scalar in case all tiades entropy
terms in the selected wavelet sub band are comrslderone
single block.
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[# | Type | Acronym | Name | | eriptian |
1| FR | MSE Mean Squared Error ' MSE(LT) = £ YL Y0 (1
2| FR | PSNR Peak Signal to Noise Ratio PSNR(LI)=10 105{%]
' . . T T i Z!—lz =
3| FR SNR Signal to Noise Ratio SNR(LI)=10 IugE N-{LFI-MSEQ.LI} )
s | R | s Structural Content SC(LT) = E"_%‘T_%
iml fmi ?J
51 FR MD Maximum Difference MD(I, l) mm:|l,,,3 Tw,|
6 | IR AD Average Difference DILI) = =% E;‘i -1
N
7| R | NAE Normalized Absolute Error NAE(LT) = Z—@;M
Yoy Zjmy gl
8 | R | RAMD R-Averaged MD RAMD(LLR) = £ 1 max, [1,; -1, |
. . Z“‘_#zj’z'mu J)=hidi )
9 | FR LMSE Laplacian MSE LMSE(LI) = E:VLIEM Thtr)?
R 1)
10 | FR NXC Normalized Cross-Correlation NXCILI) = L ]l Lz'l( E d i; i)
im1] ’J‘
11| FR MAS Mean Angle Similarity MAS(LI) =1 1\1.”, v E 1:::le
12| FR | MAMS | Mean Angle Magnitude Similarity MAMS(LT) = .“, EN: E =1 = a4l = Qw |]
13| FR TED Total Edge Difference TED(LD) = 55 ¥il, Ximy Ty — Imi
14| R | TCD Total Corner Difference TCD( i)= e
max(Nep Nep)
15| R | SME Spectral Magnitude Error SME(LT) = m; S oimy (R gl = [ )
16| FR | SPE Spectral Phase Error SPE(LT) = \LE 12” : |arg[ i) —arg(F, )P
17| FR GME Gradient Magnitude Error SME(T, }: \.uz 12 |G”| G )2
18 | FR GPE Gradient Phase Error SPE(LI) = ” Y 12 |arr.: ) - arg(Gi ;)2
19 | FR 55IM Structural Similarity Index See [36] and practical |mp]emenlat|on amlab]e in [37]

Table 1: listof the 19 image quality measures used for biomptatection

4. RESULT & ANALYSIS

The dgorithm which was developed on LabView extracts 50 fake mages as a classifier set, thus saving them allan
Image Quality Measurements in to front panel digala well  excel sheet to find out properties of each IQN compared
as fin an excel sheet. ATVS-flrDB ia publicly available respetive results of real and fake images to classifether
database which consists of 800 image files of ewal fake real value is less thaaKe or vice vers.

each. Out of 800 we have extractedl@®’'s for 50 real anc

Nameof IQM | Classification | No of |mages satisfies Condition out of 50 | Property Classified

MSE R<F 36

R<F
R>F 14
R<F 14

PSNR R>F
R>F 36
R<F 14

SNR R>F
R>F 36

SC R<F 36 R<F

68



I nter national Journal of Ethicsin Engineering & Management Education
Website: www.ijeeein (ISSN: 2348-4748, Volume 1, I ssue 9, September 2014)

R>F 14
R<F 18

MD R>F
R>F 32
R<F 14

AD R>F
R>F 36
R<F 28

NAE R<F
R>F 22
R<F 16

RAMD R>F
R>F 34
R<F 34

LMSE R<F
R>F 16
R<F 15

NXC R>F
R>F 35

MAS R=F 50 R>F
R<F 35

MAMS R<F
R>F 15
R<F 27

TED R<F
R>F 23
R<F 30

TCD R<F
R>F 20
R<F 34

SME R<F
R>F 16
R<F 15

SPE R>F
R>F 35
R<F 35

GME R<F
R>F 15
R<F 14

GPE R>F
R>F 36
R<F 37

SSIM R<F
R>F 13
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5. CONCLUSION & FUTURE SCOPE

In summary, the main theme of this work is to fitlte
difference between a real and the fake image ugiegl9
image quality measures to ensure the actual pressine real
legitimate trait in contrast to a fake self-mantdiaed
synthetic or reconstructed sample, this increadsetotection
of a biometric system. The algorithm was develomed
LabVIEW extracts 19 Image Quality Measures in tonfr
panel. ATVS-firDB is a publicly available databawsgich
consists of 800 image files of real and fakeeaadlt @ 800
we have extracted 19 IQM'’s for 50 real and 50 fakeages as
a classifier set, thus saving them all into an kgbeet to find
out properties of each IQM and compared respectisalts of
real and fake images to classify whether real valuess than
fake or vice versa. Based on the property classffiem table,
we have applied these properties to another se0 oéal and
fake images to classify no of real images satisfies
condition. Out of which we were able to satisfy 7%%real
images to be real wherein we were able to get fgésmiine
report as 25%.The proposed method is able to densig
perform at a high level for different biometric itea(“multi-
biometric”).The proposed method is able to adaitferent
types of attacks providing for all of them a highvél of
protection (“multi-attack”). The proposed methodaille to
generalize well to different databases, acquisitonditions
and attack scenarios. The error rates achievedéproposed
protection scheme are in many cases lower thar tlegorted
by other trait-specific state-of-the-art anti-spogf systems
which have been tested in the framework of differen
independent competitions. In addition to its veoynpetitive
performance, and to its “multi-biometric” and “midtitack”
characteristics, the proposed method presents stime very
attractive features such as: it is simple, fast-imrusive,
user-friendly and cheap, all of them very desirghieperties
in a practical protection system.The liveness dieteenethod
is classified into two types online process andir#fprocess,
the 19 IQM’s work is offline process when this ismbined
with the online process it will be the most dediegtirotection
approach to increase the security of biometricesgst As a
coarse comparison, hardware-based schemes usuedignp a
higher fake detection rate, while software-basezhri@ues
are in general less expensive (as no extra desiceeded),
and less intrusive since their implementation amsparent to
the user. Hence when both combined together it lmamm
effective biometric protection system.The presanjqrt also
opens new possibilities for future work, including:

i) extension of the considered 19 feature set wélv image
quality measures.

iv) use of video quality measures for video atta@kg., illegal
access attempts).
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