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Abstract: With the advent of new technology in the fields oY/LSI

and communication, there is also an ever growing deand for

high speed processing and low area design. It issala well known
fact that the multiplier unit forms an integral part of processor
design. Due to this regard, high speed multiplier mhitectures

become the need of the day. In this paper, we intdoice a novel
architecture to perform high speed multiplication wsing ancient
Vedic maths techniques. A new high speed approacthilizing 4:2

compressors and novel 7:2 compressors for additiohas also
been incorporated in the same and has been exploretlpon

comparison, the compressor based multiplier introdaed in this
paper, is almost two times faster than the populamethods of
multiplication. With regards to area, a 1% reduction is seen. The
design and experiments were carried out on a XilinXSpartan 3e
series of FPGA and the timing and area of the degig on the
same have been calculated.

Keywords—4:2 Compressor, 7:2 Compressor, Booth’s multiplier,
high speed multiplier, modified Booth’s multiplier, Urdhwa
Tiryakbhyam Sutra, Vedic Mathematics.

1. INTRODUCTION

The challenge of the verifying a large design iswing
exponentially. There is a need to define new methibdht
makes functional verification easy. Several stria®dn the
recent years have been proposed to achieve goatidnal
verification with less effort. Recent advancementdrds this
goal is methodologies. The methodology defines elesin
over which one can add flesh and skin to their ireguents to
achieve functional verification.

digital computer) algorithm, the quadratic residuember
system (QRNS) , and recently, the redundant complexber
system (RCNS). Blahut et. al proposed a techniqme f
complex number multiplication, where the algebraic
transformation was used. This algebraic transfaonasaves
one real multiplication, at the expense of threditaghs as
compared to the direct method implementation. Atlefright
array for the fast multiplication has been repoited005, and
the method is not further extended for complex iplitation.
But, all the above techniques require either largerhead for
pre/post processing or long latency. Further maegigh
issues like as speed, accuracy, design overheadgerpo
consumption etc., should not be addressed for fast
multiplication. In algorithmic and structural legela lot of
multiplication techniques had been developed tcaroé the
efficiency of the multiplier; which encounters tregluction of
the partial products and/or the methods for theartial
products addition, but the principle behind muitation was
same in all cases. Vedic Mathematics is the anggstem of
Indian mathematics which has a unique technique of
calculations based on 16 Sutras (Formulae). "Urdhva
tiryakbyham" is a Sanskrit word means verticallydan
crosswise formula is used for smaller number miidgigpion.
"Nikhilam Navatascaramam Dasatah" also a Sanse&rin t
indicating "all from 9 and last from 10", formula used for
large number multiplication and subtraction. All esie
formulas are adopted from ancient Indian Vedic Mathtics.

In this work we formulate this mathematics for desng the
complex multiplier architecture in transistor leweith two

Complex multiplication is of immense importance in clear goals in mind such as: i) Simplicity and miadity

Digital Signal Processing (DSP) and Image Procgs§iR).

multiplications for VLSI implementations and ii) &h

To implement the hardware module of Discrete Faurieelimination of carry propagation for rapid additorand

Transformation (DFT),

broadband communications;
multipliers are required. Complex number multipica is
performed using four real number multiplicationsd atwo
additions/ subtractions. In real number processiagy needs
to be propagated from the least significant bitB)L$o the
most significant bit (MSB) when binary partial prads are
added. Therefore, the addition and subtractionr dfteary
multiplications limit the overall speed. Many ahative

Discrete Cosine Transformatio subtractions. Mehta et al. have been proposed aiphen

(DCT), Discrete Sine Transformation (DST) and modendesign using
large numbers of complegdopted from the Vedas. The formulation using thita is

"Urdhva-tiryakbyham" sutras, which was
similar to the modem array multiplication, whichsal
indicating the carry propagation issues. A mulépldesign
using "Nikhilam Navatascaramam Dasatah" sutras Hessn
reported by Tiwari et. al in 2009, but he has maplemented

the hardware module for multiplication.

Multiplier implementation in the gate level (FPGA)

method had so far been proposed for complex numbersing Vedic Mathematics has already been reporntedobthe

multiplication  like  algebraic  transformation
implementation, bit-serial multiplication using st binary
and distributed arithmetic, the CORDIC (coordinad¢ation
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based best of our knowledge till date there is no remorttransistor

level (ASIC) implementation of such complex muligp! By
employing the Vedic mathematics, an N bit complexnber
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multiplication was transformed into four multiplieans for
real and imaginary terms of the final product. "INi&m.
Navatascaramam Dasatah" sutra is used for thepiicétion
purpose, with less number of partial products ggtiean, in
comparison with array based multiplication. Whempared
with existing methods such as the direct methodtha
strength reduction technique, our approach resuib¢anly in
simplified arithmetic operations, but also in aulkeg arraylike
structure. The multiplier is fully parameterizedp sny
configuration of input and output word-lengths abube
elaborated. Transistor level implementation forfgenance
parameters such as propagation delay, dynamicdegbawer
and dynamic switching power consumption calculatibrthe
proposed method was calculated by spice spectng @€ nm

structure. Due to its regular structure, it carebsily layout in
a silicon chip. The Multiplier has the advantagatths the
number of bits increases, gate delay and areaasesevery
slowly as compared to other multipliers. Therefiiris time,

space and power efficient. It is demonstrated thas

architecture is quite efficient in terms of silicamea/speed
[10, 4].
1) Multiplication of two decimal numbers- 325*738
To illustrate this multiplication scheme, let us
consider the multiplication of two decimal numbégB25 *
738). Line diagram for the multiplication is shownFig.2.2.
The digits on the both sides of the line are mli#g and

standard CMOS technology and compared with therotheadded with the carry from the previous step. Théaayates

design like distributed arithmetic, parallel addéeased
implementation and algebraic transfonnation
implementation. The calculated results

(16,16)x(16,16) complex multiplier have propagatidelay
only 4 ns with 6.5 mW dynamic switching power.

2. ALGORITHMS OF VEDIC MATHEMATICS

2.1. VEDIC MULTIPLICATION: The proposed Vedic
multiplier is based on the Vedic multiplication foulae
(Sutras). These Sutras have been traditionally deedhe
multiplication of two numbers in the decimal numisgstem.
In this work, we apply the same ideas to the binaugnber
system to make the proposed algorithm compatibté tie
digital
algorithms, some are discussed below:

2.1.1. Urdhva Tiryakbhyam sutra: The multiplier is based on
an algorithm Urdhva Tiryakbhyam (Vertical & Crossej of
ancient Indian Vedic Mathematics. Urdhva Tiryakbimya
Sutra is a general multiplication formula applieaty all cases
of multiplication. It literally means “Verticallyrad crosswise”.
It is based on a novel concept through which theegaion of
all partial products can be done with the concuragldition of
these partial products. The parallelism in genenatif partial
products and their summation is obtained using bveh
Triyakbhyam explained in fig 2.1. The algorithm cae
generalized for n x n bit number. Since the pamiaducts
and their sums are calculated in parallel, the iplidt is
independent of the clock frequency of the procesBous the
multiplier will require the same amount of time ¢alculate
the product and hence is independent of the cloaffuency.
The net advantage is that it reduces the need
microprocessors to operate at increasingly highckclo
frequencies. While a higher clock frequency gemgnasults
in increased processing power, its disadvantageaisit also
increases power dissipation which results in higtevice
operating temperatures. By adopting the Vedic rpligti,

microprocessors designers can easily circumventsethe

problems to avoid catastrophic device failures. praxessing
power of multiplier can easily be increased by éasing the
input and output data bus widths since it has secuiregular
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hardware. Vedic multiplication based on som

one of the bits of the result and a carry. Thisycar added in

basethe next step and hence the process goes on. # than one
revealedine are there in one step, all the results areeddb the

previous carry. In each step, least significantduts as the
result bit and all other bits act as carry for thext step.
Initially the carry is taken to be zero. To makee th
methodology more clear, an alternate illustrat®given with
the help of line diagrams in figure 2.2 where tlésdepresent
bit ,0“ or ,1%.

STEP1 STEP2 STEP 3

325 Result=4 0 325 Result=3 1 3 2 5 Result=635
‘ Pre.Carry= 0 >< Pre.Carty= 4 Pre.Camry= 3
738 [2][ 0] 738 738 (6] ]
ij/ 5.0 s(iijl/
Carry=4 Carry=3 Carry=6
STEP4 STEPS
325 Result=2 3 325 Result=2 1
B( Pre.Carry= 6 ‘ Pre.Carry= 2
D, o 1

Q(Mj/ 239850
Carry=2

325X 738 = 239850
Figure 1: Multiplication of two decimal numbers bydhva Tiryakbhyam.

2) Algorithm for 4 x 4 bit Vedic multiplier Using Urdhva
Tiryakbhyam (Vertically and crosswise) for two Binary
numbers[10]-
CP = Cross Product (Vertically and Crosswise)
X3 X2 X1 X0 Multiplicand

¢ Y3 Y2 Y1 YO Multiplier
0

HGFEDCBA

P7 P6 P5 P4 P3 P2 P1 PO Product

PARALLEL COMPUTATION METHODOLOGY
1.CPX0=X0*Y0=A

YO

2.CPX1X0=X1*Y0O+X0*Y1=8B

Y1Y0
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3.CPX2X1X0=X2*Y0+X0*Y2+X1*Y1=C

Y2Y1YO

4. CP X3 X2 X1 X0=X3*Y0+X0*Y3+X2*Y1
+X1*Y2=D

Y3Y2Y1Y0

5.CP X3 X2X1=X3*Y1+X1*Y3+X2*Y2=E

Y3Y2Y1

6.CP X3 X2=X3*Y2+X2*Y3=F

Y3Y2

7TCPX3=X3*Y3=G

Y3

3) Algorithm for 8 X 8 Bit Multiplication Using Urd hva
Triyakbhyam (Vertically and crosswise) for two Binary
numbers[11]-

A = ATA6A5A4 A3A2A1A0

X1 X0

B = B7B6B5B4 B3B2B1B0

Y1YO

X1 X0

*Y1YO

FEDC

CP=X0*Y0=C

CP=X1*Y0O+X0*Y1=D

CP=X1*Y1l=E

Where CP = Cross Product.
Note: Each Multiplication operation is an embedded patall
4x4 Multiply module.

To illustrate the multiplication algorithm, let w®nsider the
multiplication of two binary numbers a3a2ala0 a8d2b1b0.
As the result of this multiplication would be mdtan 4 bits,
we express it as... r3r2rlr0. Line diagram for iplittation of
two 4-bit numbers is shown in Fig. 2.2 which ishing but
the mapping of the Fig.2.1 in binary system. Foe th
simplicity, each bit is represented by a circleastesignificant
bit rO is obtained by multiplying the least sigoént bits of the
multiplicand and the multiplier. The process isldaled
according to the steps shown in Fig.

STEP 1 STEP 2

o 0 0 o 0o 0 0O

A

STEP 3

0
o 0o 0 0 o 0 0

STEP 4 STEP &

o o 0o o

K

o o o o

0 0 o o o o o0 o

o o o o o o o o}

STEP 7
0o 0 0 0

0 0 0 0

Figure 2: Line diagram for multiplication of two-it numbers.
Firstly, least significant bits are multiplied whic
gives the least significant bit of the product (ical). Then,
the LSB of the multiplicand is multiplied with thext higher
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bit of the multiplier and added with the product ld8B of

multiplier and next higher bit of the multiplicarfdrosswise).
The sum gives second bit of the product and they éaradded
in the output of next stage sum obtained by theswise and
vertical multiplication and addition of three bité the two
numbers from least significant position. Next, tak four bits
are processed with crosswise multiplication anditewaid to

give the sum and carry. The sum is the correspgndinof

the product and the carry is again added to the stxge
multiplication and addition of three bits excepé thSB. The
same operation continues until the multiplicatidntiee two

MSBs to give the MSB of the product. For exampfeini

some intermediate step, we get 110, then 0 wilhagesult bit
(referred as rn) and 11 as the carry (referrednasltcshould
be clearly noted that cn may be a multi-bit number.

Thus we get the following expressions:

r0=a0bQ (1)

clrl=alb0+alOh1(2)
c2r2=cl+a2b0+albl + aCb@)
c3r3=c2+a3b0+a2bl + albh2 + aQid)
c4r4=c3+a3bl+a2b2 + alb®)
c5r5=c4+a3b2+a2h36)
c6r6=c5+a3b3 (7)

With c6r6r5r4r3r2rlr0 being the final product. Henc
this is the general mathematical formula applicablall cases
of multiplication.

b3
b2
bl
ho

)

o

#

‘ADDER ‘ DER ADDER ‘ ADDER || ADDER | ‘ADDER|
i 13 12 1 ;r(]

(Output)
Figure 3: Hardware architecture of the Urdhva tibjfayam multiplier

The hardware realization of a 4-bit multiplier is
shown in figure2.3. This hardware design is veryilar to
that of the famous array multiplier where an awégdders is
required to arrive at the final product. All therfi@ products
are calculated in parallel and the delay associatethinly the
time taken by the carry to propagate through tleeexiwhich
form the multiplication array. Clearly, this is nah efficient
algorithm for the multiplication of large numbers a lot of
propagation delay is involved in such cases. Td déh this
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problem, we now discuss Nikhilam Sutra which présem
efficient method of multiplying two large numbers.

3. PROPOSED MULTIPLIER ARCHITECTURE

The hardware architecture of 2X2, 4x4 and 8x8 bit

Vedic multiplier module are displayed in the belsections.
Here, “Urdhva-Tiryagbhyam” \(ertically and Crosswise)
sutra is used to propose such architecture fomihéplication
of two binary numbers. The beauty of Vedic mul8plis that
here partial product generation and additions aomed
concurrently. Hence, it is well adapted to pargtielcessing.
The feature makes it more attractive for binarytiplitations.
This in turn reduces delay, which is the primarytimation
behind this work.

A. Vedic Multiplier for 2x2 bit Module

The method is explained below for two, 2 bit
numbersA and B whereA = ala0 andB = b1b0 as shown in
Fig. 2. Firstly, the least significant bits are tqplled which
gives the least significant bit of the final protdyeertical).
Then, the LSB of the multiplicand is multiplied tithe next
higher bit of the multiplier and added with, the@guct of LSB
of multiplier and next higher bit of the multiplicd
(crosswise). The sum gives second bit of the fimatuct and
the carry is added with the partial product obtdingy
multiplying the most significant bits to give thens and carry.
The sum is the third corresponding bit and carrgobges the
fourth bit of the final product.

S0 =a0h0; (1)
clsl =alb0 +albl; (2)
c2s2 =cl +albl; (3)

The final result will bec2s2s1s0. This multiplication

method is applicable for all the cases.

al al al all al al

bl b0 bl 18] bl kO
Fig. 2 The Vedic Multiplication Method for two 2#Binary Numbers

The 2X2 Vedic multiplier module is implemented
using four input AND gates & two half-adders which
displayed in its block diagram in Fig. 3. It is falithat the
hardware architecture of 2x2 bit Vedic multiplier same as
the hardware architecture of 2x2 bit conventionairag
Multiplier [2]. Hence it is concluded that multipétion of 2
bit binary numbers by Vedic method does not mageifstant
effect in improvement of the multiplier's efficiepc Very
precisely we can state that the total delay is @half adder
delays, after final bit products are generated,civhis very
similar to Array multiplier. So we switch over tchet
implementation of 4x4 bit Vedic multiplier whichesthe 2x2
bit multiplier as a basic building block. The samethod can
be extended for input bits 4 & 8. But for higher. 0d bits in
input, little modification is required.
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albl 2h] albl a0b0
Half Adder
cl
»
Half Adder
l l b L
cl gl sl g0

Fig. 4 Block Diagram of 2x2 bit Vedic Multiplier

B. Vedic Multiplier for 4x4 bit Module
The 4x4 bit Vedic multiplier module is implemented
using four 2x2 bit Vedic multiplier modules as dissed in
Fig. 3. Let's analyze 4x4 multiplications, say A3 A2 Al
A0 and B= B3 B2 Bl BO. The output line for the
multiplication result is — S7 S6S5S4 S3 S2 S1 &@'sldivide
A and B into two parts, say A3 A2 & Al AO for A al8B B2
& B1BO for B. Using the fundamental of Vedic muligation,
taking two bit at a time and using 2 bit multiplielock, we
can have the following structure for multiplicatias shown in
Fig. 4.
Aafa A A
X RE, BE,

Fig. 5 Sample Presentation for 4x4 bit Vedic Mditiation

Each block as shown above is 2x2 bit Vedic
multiplier. First 2x2 bit multiplier inputs are AXAand B1BO0.
The last block is 2x2 bit multiplier with inputs A& and B3
B2. The middle one shows two 2x2 bit multiplier lwihputs
A3 A2 & B1B0O and A1A0 & B3 B2. So the final resudf
multiplication, which is of 8 bit, S7 S6S5S4 S3 SP S0. To
understand the concept, the Block diagram of 4x4vedic
multiplier is shown in Fig. 5. To get final produ@&7 S6 S5
S4 S3 S2 S1 S0), four 2x2 bit Vedic multiplier (F8 and
three 4-bit Ripple-Carry (RC) Adders are requiréekhe
proposed Vedic multiplier can be used to reduceydedtarly
literature speaks about Vedic multipliers based aymay
multiplier structures. On the other hand, we prepoa new
architecture, which is efficient in terms of speethe
arrangements of RC Adders shown in Fig. 5, helpstous
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reduce delay. Interestingly, 8x8 Vedic multiplieodules are

implemented easily by using four 4x4 multiplier mées.
b3b2 a3al blb0 a3a2 b3bZ alald blb0  alad

I

212 Vedic 22 Vedic 2x2Vedic
Multiplier Multiplier Multiplier

2m2Vedic
Multiplier

- &0 -0

‘ 4 bit Ripple Carry Adder ‘

cal

09
3.0
v r ( ) i l
‘ 4 bit Ripple Carry Adder

caZl

| 4 bt Ripple Carry Adder "W (103
0543¢ l l J J(E—U)
+

57 36 55 54 3 82 sl 0
Fig. 6 Block Diagram of 4x4 bit Vedic Multiplier

(1-0)

C. Vedic Multiplier for 8x8 bit Module

The 8x8 bit Vedic multiplier module as shown in the
block diagram in Fig. 6 can be easily implementgdubing
four 4x4 bit Vedic multiplier modules as discussedthe
previous section. Let's analyze 8x8 multiplicatipsay A=
A7 A6 A5 A4 A3 A2 A1 AO and B= B7 B6 B5B4 B3 B2
B1BO0. The output line for the multiplication reswill be of
16 bits as — S15 S14 S13 S12 S11 S10 S9 S8 S7 8&HS
S2 S1 SO. Let’s divide A and B into two parts, $hag 8 bit
multiplicand A can be decomposed into pair of 4 BiH-AL.
Similarly multiplicand B can be decomposed into BH- The
16 bit product can be written as:

P = AxB = (AH-AL) x (BH-BL) = AH x BH + (AH
x BL + AL x BH) + AL x BL

Using the fundamental of Vedic multiplication,
taking four bits at a time and using 4 bit mul@pliblock as
discussed we can perform the multiplication. Thépots of
4x4 bit multipliers are added accordingly to obtéue final
product. Here total three 8 bit Ripple-Carry Addease
required as shown in Fig.

wfl) a(?fl) b(3l-0) af?rj b(”?r) a(BIiJ) b(BIiJ) a(BIiJ)
Axd Vedic dxdVedic dxdVedic AxdVedic
Iultiplier Multiplier Multiplier Multiplier
(7-0) -0 (7-0
‘ % bit Ripple Carry Adder ‘
cal 7-0) 0000
‘ 8 bit Ripple Carry Adder }.7
000 7-4) G-
Ll a2
‘ % bit Ripple Carry Adder }.7
4 -4 (3-0)
cad
"
§f15-8) s(7-40) 5(3-0)

Fig. 7 Block Diagram of 8x8 bit Vedic Multiplier
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D. Generalized Algorithm for N x N bit Vedic Multiger

We can generalize the method as discussed in the
previous sections for any number of bits in inplugt, the
multiplication of two N-bit binary numbers (where N1, 2,
3...N, must be in the form of 2NA and B where A =
AN....A3 A2 Al and B BN....B3 B2 B1. The final
multiplication result will be of (N + N) bits as § S(N +
N)....S3 S2 S1.Step 1: Divide the multiplicand A and
multiplier B into two equal parts, each consistiof[N to
(N/2)+1] bits and [N/2 to 1] bits respectively, whdirst part
indicates the MSB and other represents LSBep 2:
Represent the parts of A as AM and AL, and par8 a BM
and BL. Now represent A and B as AM AL and BM BL
respectively.Step 3: For A X B, we have general format as
shown in Fig.

Ay AL
By BL

A X By | A B | AL X B

A X B

Fig. 8 General Representation for vedic multiplmat

Step 4:The individual multiplications product can be
obtained by the partitioning method and applying tasic
building blocks. By adopting the above generaliaggbrithm
we can implement Vedic Multiplier for any numberhifs say
16, 32, 64, and so on, as per the requirement.efdrey, it
could be possible to implement this Vedic multiplia the
ALU (Arithmetic Logic Unit) which will reduce the
computational speed drastically & hence improveg th
processors efficiency.

4. CONCLUSION

This paper presents a highly efficient method oftiplication
“Urdhva Tiryakbhyam Sutra” based on Vedic matheosatlt
gives us method for hierarchical multiplier desard clearly
indicates the computational advantages offered ladid/
methods. The computational path delay for propd@ed bit
Vedic multiplier is found to be 21.679 ns. Hencer ou
motivation to reduce delay is finely fulfilled. Titedore, we
observed that the Vedic multiplier is much morecedht than
Array and Booth multiplier in terms of executiomé (speed).
An awareness of Vedic mathematics can be -effegtivel
increased if it is included in engineering eduaatim future,
all the major universities may set up appropriadgsearch
centers to promote research works in Vedic mathemat
References



International Journal of Ethics in Engineering & Management Education
Website: www.ijeee.in (ISSN: 2348-4748, Volume 1sdue 10, October 2014)
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