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Abstract: Data mining techniques are applied to predict college
failure and bum of the student. Thisis method uses real data on
middle-school students for prediction of failure and drop out. It
implements white-box classification strategies, like induction
rules and decision trees or call trees. Call tree could be a call
support tool that uses tree-like graph or a model of call and their
possible consequences. A call tree is a flowchart-like structure in
which internal noderepresentsa " test" on an attribute. Attribute
isthereal information of studentsthat is collected from collegein
middle or pedagogy, each branch represents the outcome of the
test and each leaf node represents a class label. The paths from
root to leaf represent classification rules and it consists of three
kinds of nodes which incorporates call node, likelihood node and
finish node. It is specifically used in call analysis. Using this
technique to boost their correctness for predicting which students
might fail or dropout (idler) by first, using all the accessible
attributes next, choosing the most effective attributes. Attribute
choiceisdone by using WEKA tool.
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1. INTRODUCTION

Past years have shown a growingesteand concern
in several countries about the problem of collegjtufe and
the determination of its main contributing factdd§. The
great deal of analysis [2] has been done on cleistit the
factors that affect the low performance of studestshool
failure and dropout) at totally different instruatal levels
(primary, secondary and higher) using the largentjtya of
data that current computers can store in datab@seislentify
and find useful information hidden in massive dat#s is a
trouble task [3]. A very promising solution to réabis goal is
that the use of information discovery in databasebniques
or data mining in education, referred to as instonal data
processing, EDM [4]. This new area analysis focuseghe
event of methods to better understand studentstterédfore
the settings in which they learn [5]. In fact, theare good
samples of the way to apply EDM techniques to ntakelels
that predict dropping out and student failure sipeadly [6].
These works have shown promising results with retspe
those social science, economic, or instructionakatteristics
that may be additional relevant in the predictioh law
educational performance [7]. It is important toentitat almost
of the analysis on the application of EDM is toalgs the
issues of student failure and drop-outs has beeqpliedp
primarily to the particular case of higher educati@] and
specifically to on-line or distance education[9pwever very
little information concerning specific analysis efementary
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and secondary education has been found, and wisabden
found uses only statistical methods, not DM teches[10].

EXISTING SYSTEM:

Starting from the previous models (rules and denidiees)
generated by the DM algorithms, a system is useadex the
teacher and their parents about students who deataily at
risk of failing or drop out can be implemented.

LIMITATIONS:

» The problem of imbalanced data classification ogcur
when the number of instances in one class is much
smaller than the number of instances in anothesscla
or other classes.

It does not include complete academics of any
student as it covers only till higher secondaryosth

PROPOSED SYSTEM:

We propose that Data mining techniques are applied
to Engineering colleges and once students weredfatimisk,
they would be assigned to a tutor in order to mlevihem
with both academic support and guidance for mdtigagnd
trying to prevent student failure.

We have shown that classification aldgons can be
used successfully in order to predict a studentadamic
performance and, in particular, to model the défere
between Fail and Pass students.

LIMITATIONS:
» Where the whole control comes under students rather
than parents or teaching faculty.

> If student does not maintain attendance and credits
properly it will lead to serious problem and there
high chances to student failure and drop outs.
ADVANTAGES:

» Data mining is a broad process that consists of
several stages and includes many techniques.

» This knowledge discovery process comprises the
steps of pre-processing, the application of DM
techniques and the evaluation and reading of the
results.

» DM is aimed at working with very large amounts of
data (millions and billions).

» The statistics does not usually work well in large

databases with high dimensionality.
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RELATED WORK:

Prediction of Higher Education Admissibility using
Classification Algorithms

This paper presents the results from data minirsgaresh,
performed at one of the famous and prestigious Guwent
Arts and Science Colleges in Tamil Nadu, with theimgoal
to predict the higher education admissibility of men
students. In this research, real data about 69erugrdduate
students from Government arts college (W) was taKdre
research is focused on the development of datangimiodels
for predicting the students likely to go for highstudies,
based on their personal, precollege and graduaferpgnce
characteristics.

Predicting School Failure Using Data Mining

This paper proposes to apply data mining technitpuesedict
school failure. They have used real data about Bitlille-
school students from Zacatecas, México. Severatraxpnts
have been carried out in an attempt to improve racguin the
prediction of final student performance and, speailfy, of
which students might fail. In the first experimehe best 15
attributes has been selected.

Factor Analysis with Data Mining Technique in Higher
Educational Student Drop Out

In this paper, they consider three issues of factdfecting
students drop out rate. These factors are conditielated to
the students before admission, factors relatedeostudents
during the study periods in the university, and falttors
including the target value to be predict for fast@nalysis.
They use tree-based classification algorithm, J4845, and
Naive Bayes to analyze the data.

SYSTEM IMPLEMENTATION:

1. DATA GATHERING

The process of data gathering is that involvesoitecting all
available information about students. The set ofdiashould
be identified that can affect student’s performareed
collected from different available data sourcese Ebllected
characteristics or risk factors that can influengestudents
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failure or dropped out. Risk factors contain théimation
about student’s cultural, social, educational bagkgd,
socioeconomic status, psychological profile anddeodc
progress. In which most of the students are agéddes 15
and 16 and this is the years with the highest odtéailure.
Finally the survey is to obtain personal and farmifprmation
to identify important risk factors of all studerasd school
services provides the score obtained by the stadientall
subjects of course. All those information are indéégd into
single dataset.

Student’s
family

Student's
personal

informatio informatio

Student's
cuftural

Academic

informatio progress

h 4

Data Set

2. PRE-PROCESSING

In this stage dataset is prepared for applying data

mining technique. Before applying data mining teghe, pre-
processing methods like cleaning, variable tramsétion and
data partitioning and other techniques for atteébselection
must be applied. Here new attribute of age is erkaising
date of birth of each students. The continuousabées are
transformed into discrete variable that is scoretioed by
each student is changed into categorical value} Eixcellent
score between 9.5 and 10,Very good the score bat8de
and 9.4.all information’s are integrated in sind&aset that is
stored in .arff format of Weka tool. Finally entidataset is
divided randomly into 10 pairs of training and tdsta files.
After pre-processing we have attributes or varislite each

student. Each test file will contain best attributend
rebalanced.
TestData
™ file
TestData
Dataset »| Pre-processing |4l file
TestData
1 file
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3. DATA MINING

In this stage Data mining techniques are appliedethe data
mining technique used for classification. The dfastion is

based on best attribute selection from data setvhich the

naive bays algorithm is implemented for classifmaof data.
Traditionally the Weka Software tool is used fotadeining.

It contains vareity of data mining algorithms.
implements decision tree, it is a set of conditimganized in
hierarchical structure. Decision tree algorithme hke J48,
C4.5, Random Tree etc. Here the classification rialyns
were executed using cross- validation and all abésl

information. Finally the result with the test fileof
classification is shown.

Test Data . Test

file N Results1

Test

TestData .

e 5|  DataMining » Resylts?

Test Data N Test

file ™ Results 3

4. INTERPRETATION

In which, the obtained results are analyzed to iptesiudent
failure or drop out. To achieve this, previous testults are
taken for comparison. At this stage classificatiotes are
applied for predicting relevant factors and relasioips that
lead to student pass or fail. There are attribthas indicate
that student who failed are older than 15 yearsuomde of the
attributes are show marks of poor, not presentetiragular
students. Finally the risk factors are analyzednfrarevious
results of classification algorithms.

Test
Results

»
L

Interpretation
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5. CONCLUSION

As we've seen, predicting student failure in a <lés a
troublesome task, not solely as a result of itswdtifactor
drawback (in that there are plenty of private, fgmsocial,
and economic factors which will be influential). Tesolve
these issues, we've shown the utilization of veriddv

Wekaalgorithms and approaches for predicting studerluréa

We've applied totally different classification appches for
predicting the educational status or final studesformance
at the end of the course. Moreover we've shown sbhate
approaches like choosing the most effective atteucost-
sensitive classification, and information equal@atcan even
be very helpful for improving accuracy

6. FUTUREWORK

As future work, we like to extend the work as
1) To develop our own algorithmic program for
classification/prediction based on grammar, usiegcdptive

genetic programming which will be compared agaatassic

algorithms.

2) To predict the student failure as soon as plessibhe

sooner the higher, so as to find students in daagérin time
before it's too late.

3) To propose actions for serving to students kn@among

the danger cluster. Then, to ascertain the spe#itealays it's
potential to stop the fail or dropout of that stodantecedent
detected.
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