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Abstract— To perform operations the processor has to fetch

the instructions from the memory in this process tk time taken
to fetch the instructions from the larger memory bbck (main
memory) is more i.e., it does not reach the processspeed of
execution, to decrease the gap between the procasspeed of
execution and data fetching of the processor we dor the cache
memory. The cache memory performance is the most siicant
factor in achieving high processor performance beasse cache
memory is the very small in size than the main memmg it will
helpful in fetching the data very fastly which increase the
performance of the processor if the data is not peent in the
cache memory then it fetch the data from the main mmory and
stored in the cache memory.

In this paper we are going to increase the perforamce of the
processor by a new policy called write-through ané new cache
architecture referred to as way-tagged. In this waytagged
process we are having L1 cache and L2 cache and thédaess at
which the data have to be stored is divided into tiee parts tag,
index and offset address and the data which is gairnto be stored
in the L1 & L2 caches are stored with reference withthe tag
address and the copy of the tag address is stored the way-tag
array. Way-tag array is an array where the way-tagaddress of
the data is stored.

When the processor required the data to perform theequired
operations first it check the L1 cache and if the d& is present in
the L1 cache it fetches the data otherwise it chedke L2 cache
for the data and similarly if the data is not presat in L2 cache
the processor checks the data in the main memory hie
processor fetching the data from the main memory istores the
data in the L2 & L1 cache respectively and stores thevay-tag
address in the respectively L1 and L2 way-tag arrays

By this process of way-tag we are going to increasthe
performance of the processor than the previous caehprocess.
Simulation results on the ModelSim and synthesis gellts on
Xilinx demonstrate that the proposed technique acleves total
power saving of 56.42% and dynamic power saving @1.31% in

L2 caches on average with small area overhead and no

performance degradation.

Index Terms— Cache, dynamic power, write-through policy.
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|. INTRODUCTION

A general-purpose processor is a finite-state aatomthat
executes instructions held in a memory. The sthtlkeosystem
is defined by the values held in the memory loceitbgether
with the values held in certain registers withie gprocessor
itself (see Fig. 1). Each instruction defines dipalar way the
total state should change and it also defines winstruction
should be executed next.

Adress
> Instructions
Register
<——> Dpan
Instructions
and Data
Processc Memory

Fig.1: The state in a stored-program digital coraput

If we want to make a processor go fast, we must fir
understand what it spends its time doing. It iscamon
misconception that computers spend their time cdimguthat
is, carrying out arithmetic operations on user dhatgractice
they spend very little time ‘computing’ in this senAlthough
they do a fair amount of arithmetic, most of thg with
addresses in order to locate the relevant data itamd program
routines. Then, having found the user's data, wibgte work
is in moving it around rather than processing it dny
transformational sense.

At the instruction set level, it is possible to @@ the
frequency of use of the various different instroet. It is very
important to obtain dynamic measurements, thabisjeasure
the frequency of instructions that are executettherathan the
static frequency, which is just a count of the @asi instruction
types in the binary image.

A typical set of statistics is shown in Table. thatatistics

were gathered running a print preview program on an
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instruction emulator, but are broadly typical ofavhmay be
expected from other programs and instruction sets.

We consider a conventional set-associative cacbtersy
when the L1 data cache loads/writes data from/itite
L2cache, all ways in the L2 cache are activatedisameously

for performance consideration at the cost of enexggrhead.
From CPU
|

L

Virtual Address

From the L2 cache

Data from CPU

Instruction type Dynamic Usage
Data movement 43%
Control Flow 23%
Arithmetic Operations 15%
Comparisons 13%
Logical Operations 5%
Others 1%

Table 1: Typical Dynamic Instruction usage.

These sample statistics suggest that the most tergor
instructions to optimize are those concerned withtad
movement, either between the processor registersremory
or from register to register. These account forosinmalf of all
instructions executed. Second most frequent arectimdrol
flow instructions such as branches and proceduts, eghich
account for another quarter. Arithmetic operatians down at
15%, as are comparisons.

Now we have a feel for what processors spend tireg
doing, we can look at ways of making them go fadtbe most
important of these is pipelining. Another importgthnique is
the use of a cache memory, which will be covere&éction
10.3 on page 272. A third technique, super-scalsirtiction
execution, is very complex, has not been used ocegsors.

In this paper we are concerned mainly about theaDat

movement by keeping the data very near to the psoceby
using the L1 & L2 Cache and by employing Write-thgh and
Write-back polices. Under the W-B policy, when thleck is
about to be replaced a modified cache block isecbpack to
its corresponding lower level cache. While undez iN-T
policy, at the current cache all copies of a cableek are
updated immediately after the cache block is matlifieven
though the block might not be activated . As alltethe W-T
policy maintains equal data copies at all levelshaf cache
hierarchy throughout most of their life time of pess.

It has been reported that single-event multi bitetp are
getting lower standard in on-chip memories. Pridgethis
problem has been addressed at different stageseofi@sign
the quality of dealing. At the architecture level, correct
solution is to keep data consistent among diffel@rgls of the
memory stages is to prevent the system from cedlajue to
soft problems.

Il. RELATED WORK

To improve the performance of the processor weliag-
tagged cache this will help in storing the dat¢éhm L1 and L2
caches in a order that the data with same addrgss¢ stored
in the same location and the data with differenirass tag are
stored in the different locations.
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Fig. 2: Block diagram of way-tag cache

By this process when the processor required treefdathe
execution of the instructions it directly check ey one of the
way-tag array instead of checking all the memonatmn(all
the way-tag array).This is shown in the Fig .2.

Example:

Consider the different data wirh different address

Data Address
12342 00110011
12343 11001111
12344 01001100
12345 10100010
12346 00101010
12347 11001100
12348 10001111
12349 01010101

In this the data with address starting with 00 stoged in
the same way-tag array in 00 location i.e., the d&342 and
12346 are stored in same location. Similarly théa daith
address starting with 01,10,11 are stored in tineesaay-tag
array in 01,10,11 location respectively.

Write-Back:
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In this write-back police data is stored in memoryway tags of each cache line in the L2 cache aretaiaed in

when it is about to replace.

In this write-back policy there is a chance of daiiasing
because it does not store the data instantly innteenory
location when the data is modified. To over coms tiraw
back we use write-through policy.

Write-Through:

In this write-through policy when ever the datariedified
by the processor it stores the modified data in rtremory
location.

Different Operatisneyerforme m L1,LZ 4nd MainMimery
Tond 1 Weka bt
Tes e
Ll T No {If ;ame dan &
Cacke wipreent)
Teed t wdaie Need to wopy
L No reed tocheck | Newd i ched Neel o wpd sie Nead tocopy
Cache [ser amociatve {dmectppmg) | (set-ossochame)
veg No
Noneed | o io
Main Mo reedtocheck | dedk Deeltowdae | DNeedtocopy
Menery chck

Fig. 3: Different Operations perform in L1, L2 akidin Memory

the way-tag arrays, located with the L1 data cablwe that
write buffers are commonly employed in write-througpaches

(and even in many write-back caches) to improve the

performance. With a write buffer, the data to bétem into the
L1 cache is also sent to the write buffer.

The operations stored in the write buffer are thent to the
L2 cache in sequence. This avoids write stalls wiiemn
processor waits for write operations to be complétethe L2
cache. In this technique, we also need to sendMbEags
stored in the W-Tag arrays to the L2 cache alontp he
operations in the write buffer. Thus, a small W-Tadfer is
introduced to buffer the way tags read from they-tea
arrays. A way decoder is employed to decode wayg tagl
generate the enable signals for the L2 cache, whatlvate
only the desired way sin the L2 cache. Each wathé L2
cache is encoded into a waytag. A way registeestomy tags
and provides this information to the way-tag arrays

I1l. IMPLEMENTATION OF WAY-TAG CACHE

Way-Tag Array: Way-tag array stores the tag information
of the data in different location depending on #tarting
address location. And when ever the data is neégethe
processor, the processor check address in theagagrd if the
tag address is found then the data is fetched fthm
corresponding address location. If not then themeoi need in

Under the write- through policy, the L2 cache alaay check the memory location.

maintains the most recent copy of the data. Thirgnever a
data is updated in the L1 cache, the L2 cache dated with
the same data as well. This results in an increasiee write

accesses to the L2 cache and consequently moreyener

consumption.

For read process initially the processor checkl.theache
memory for the data, if the required data is presead_hit
signal is set to Yes other wise No. If read_hinalgin L1 is
Yes then no-need to check the L2 and Main meméitid No
it has to check L2 cache in that if the requirethda found in
L2 cache then the read_hit signal is set to Yesroflise No. If
the data found in the L2 Cache no need to go fanvtemory
otherwise it has to checks the main memory.

For write process the processor initially checles dddress
location in the L1 cache if the address locatiofoisnd the it
compare the data. If the same data is presenniheeed write
other wise it has to update. Same update operéicarried
out in L2 and main Memory. If the required addréssiot
found in the L1 cache then it has to copy the dathe L1, L2
and Main Memory.

WAY-TAGGED CACHE

Fig. 2 Block diagram of way-tagged cache. We intiosl
several new components: way-tag arrays, way-tatghufay
decoder, and way register, all shown in the doliteel The
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WRITEH | UPDATE OPERATION
0 0 No access
0 1 No access
1 1 Write way-tag arrays
1 0 Read way-tag arrays

Table 2: Operations of Way-Tag array

< Address >
Data Array Way-tag Array
=il It 1 Diilst
E s | Ll e
8 —  Data M ) {WTM®
: § )
8 A
- Ntk e
Write/Read Port
PRECHARGE WRITEH PRECHARGE_W
[ WRITEH_W
UPDATE

Fig. 5: Way-Tag Array
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Way-Tag buffer: Way-Tag buffer is used to mirroring the IV. EVALUATION AND DISCUSSION
information from one place to another place. Way-baiffer
temporarily stores the way tags read from the veaydrrays.
Implementation is shown in below fig. 6.

simulation results of top module:

The below fig. 9 shows the simulation results @f teodule
with Way-Tag of this project in that at the stagtiof the
simulation we set CLK (clock) signal and initiallye set

Read /Write Circuit Memory Array RST(reset) signal as logicl at that instant all dtiger signal

WRITE_WB values are at logicO.
}W : In the next state we set the RST(reset) signadgisQ then
) . : ) the operation of the cache controller take placthat process
CK 1 bit n bit the processor will do two operation read and write.

Hit/Miss‘ Way Tag

READ_WB R
EMPTY :oD_)

Address ——Addr

DATA_IN D_in
DATA_OUT
<— D_out
EMPTY

Fig. 6: Way-tag buffer.

Way-Decoder: Way decoders are used to select the way.
And activate only the desired ways in the L2 ca&@edow fig.
7 shows the block diagram of the Way-Decoder.

write miss
read

bit! o
bit0 [>o

Fig.9: Simulation Result of Top Module With Way-Teapture 1)

Depending on the instructions of the programmethat
starting read operation is take place in that mecthe
processor checks for the required data in the seared the
T smallest memory location (L1cache) if the data gméesn the
Llcache(i.e, L1way tag array is having the requiney-tag
address and data) then the cache-hit signal idosédgicl
otherwise cache-miss signal is set to logicl. iEheahit is
logicl then the processor fetch the data from theatche
memory and carry out its operations. If the caclgsrsignal is

Way Register: The way register are used to provide way tagéOgiCl then the processor check for the data inlthecache

for the way-tag arrays. When the data is carriesnfmain memory in the sir_nilar way if the da_ta found in tAeache(i.e,
memory to L2 cache and also form L2 to L1 cache waen L2way_tag array is having the required way _tagesiiand
the data is carried the way-tag address is cartiedvay-
register.

wayl way?2 wa|y3 way4

Fig. 7: Block diagram of Way-Decoder

data) then the L2cache_hit signal is set to logitierwise the
L2cache_mis signal is set to logicl. If L2cache dignal is
logicl then the processor fetch the data from tReathe
memory and carry out its operations.
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Fig. 10: Simulation Result of Top Module With Wagg{capture 2)

If the L2cache_mis signal is logicl then the preoescheck
for the data in the main memory in the similar vilathe data
found in the main memory then the processor felehdata
from the main memory and in the processor the wastored
in the L1cache memory and L2cache memory and thetag
address is stored in the way-tag array as showig. k0.

The below fig. 11 shows the simulation results lo¢ top
module without Way-Tag in this we don’t have ang-taray
signal if the processor required the data from ihemory
location it has to check the entire Llcache membrthe
required data found it is fetched by the procesgberwise it
has to check the L2cache memory if the data isdaanthe
L2cache memory it is fetched by the processor wiiser it
checks the main memory and fetch the data fromntha@
memory and in the same process the copies of thasiatored
in the L1 and L2 cache memories.

¢

BEBCOCCCEECECPBBBBOCRER

Fig. 11:Simulation Result of Top Module without Way-Tag
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Synthesis Report:

Synthesis report without way-tag array

[ Power Supply Summary |

| | Total| DynarhiQuiescent|

| Supply Power (mW)| 1597.00| 355.56 | 1241.45 |

Synthesis report with way-tag array

| Power Supply Summary |

| | Total | DynarhiQuiescent |

| Supply Power (mW) | 901.15 | 146.89 | 1164.67 |

CONCLUSION

This project presents a new energy-efficient cache
technique for high-performance microprocessors ewimmd
the write-through policy. The proposed technigiachtes a tag
to each way in the L2 cache. This way tag is serithé¢ way-
tag arrays in the L1 cache when the data is lofded the L2
cache to the L1 cache. Utilizing the way tags stanethe way-
tag arrays, the L2 cache can be accessed as &rdmpping
cache during the subsequent write hits, therebyaiad cache
energy consumption. Simulation results demonstrate
significantly reduction in cache energy consumptiaith
minimal area overhead and no performance degradatio
Furthermore, the idea of way tagging can be appbteghany
existing low-power cache techniques such as thegzhaccess

cache to further reduce cache energy consumption
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