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Abstract— In this Paper, we propose a new approach to desig
and implement Fast Fourier Transform(FFT) using Radix4?
algorithm, and how the multidimensional index mapping reduces
the complexity of FFT computation. Using mathematichanalysis
on radix-4 DFT(Discrete Fourier Transform) kernel the formal
radix-4 butterfly structure is remodeled. This makesthe design
perspective so simple to implement the mathematicallgorithm
into the hardware realization model. To further reduce cost of
constant multiplier, we reduced the phase factor srage for the
entire range of N-point to increase the FFT Computabn
efficiency.

Index Terms—Fast Fourier Transform, Radix-4% Algorithm,
multidimensional, index mapping.

|. INTRODUCTION

The Discrete Fourier Transform (DFT)plays an Imaott
Role in analysis, design and implementation of réise time
signal processing algorithms and systems.
Transform(FFT)is a Fast and Efficient algorithmcmmpute
DFT of an N-point equally spaced time-domain saspleT
is an important Digital Signal Processing (DSPhtegue to
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processor. The results of the comparison of thasg@tactures
indicate that the Radix?2single path delay feedback (SDF)
has the highest butterfly utilization and lowest dvaare
resource usage in the pipeline FFT/IFFT architectlin et
al.[4] presented noval Radixdrchitecture and provided
detailed comparisons between Radfastl Radix-2 SDF
architectures. Yangt al. [5] presented design methodology
for power and area minimization of flexible FFT pessors.
Also, discussed Radix-2 butterfly based architesturatterfly
structures of Radix - 2/2%2* re-configurable architectures.

We will propose a new approach to compute the RFEN
the number of data points N in the DFT is a powet @.e., N
=4"). We also discuss the usefulness of multidimeraio
index mapping, as well as how the linear index nrappsed
to make the computation of the FFT more easy aficiexit.
The butterfly structure is remolded for easy impletaton of

Fast iéour hardware using mathematical analysis on DFT keroifel

Radix-#.And also discussed how a single Processing Element
(PE) used to compute the FFT when N =4

analyze the Phase and Frequency components of e tim This paper is organized as follows. Section Il jues the
domain signal. The Next portable devices such aartsm basics of FFT/[FFT algorithm (lI-A), multidimensiahindex

phone, tablet, personal digital assistant demaigth tians-
mission bandwidth and high communication qualitiHT
processors have been extensively used in variopigcafons
such as communications, image, and bio-medicalasigro-
cessing.For example, high performance and low pdwer
processing are imperative in Orthogonal Frequenysion
Multiplexing (OFDM) based Communication systems, aas
programmable base band processor for multiple ratho-
dards, including the wireless LAN standards 802dlad
802.1Ib. 802.lla is based on OFDM and uses a 64tpeFT.

mapping (11-B) and generalized index mapping (Il-Kadix-

42 FFT/IFFT algorithm is presented in Section IIl. @t IV
demonstrates the Implementation of the Processing
Element(PE).

II. FFTALGORITHM AND ARCHITECTURE

A.FFT/IFFT ALGORITHMS

The Discrete Fourier Transform (DFT) of N-point inps
defined as [6]

The WIMAX also baseband is constructed around OFDDM

technology requiring high processing throughpute Tixed,
IEEE 802.16e version of WIMAX also needs a 256-p&RT
computation. [2]

Many researchers have recently concentrated omgriagi
a reconfigurable FFT processors to achieve a higbegsing
rate and low power consumption on next generatiomaple
devices. He et al.[3] has Presented several
architectures and the detailed comparisons of
corresponding hardware cost for efflcient pipelin€TF

reliable
the

N-1
X ()= [
=0 (1)
Inverse Discrete Fourier Transform(IDFT) is given b
N-1
x(n)= X[k
k=0

(2)
n=0,1,2,3,...,N-l;
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k=0,,2,3,...,N-I;

n is the time sequence index of input data ,k éxjdency
component index of DFT.

Where W, =e 125 the principle N root of Unity

where is the data sequence of length N. A strafighward
computation of the DFT using (1) require G\Nperations.[7]

A powerful approach to develop efficient algarith is
pigeonholing the large problem into small groups
problems.One method to do this is to change ttgnaii one-
dimensional input data into multidimensional inpltitis often
easy to translate an algorithm using index mapjirig an
efficient program.

B. Multidimensional Index Mapping

Index mapping is a technique to reduce the iredu

arithmetic to compute DFT of a N-point input[8].

We can write a 2-D array on a page of a notelddokk of
the 3-Dimension as the different pages of the raklDnce
we have out of a page (i.e., 2-Dimension array)deenot

N

“N_ N
n_ErH+Fn2+ +an_l+?

similarly k is also mapped from I-dimensional arrey v-
dimensional array as

K=okt

where n,kq, nz,kz,

ket gk,

4Vl 2 41

.n, k=0,1,2,3

Therefore (1) can be written as

Of X (Ky+aky+.. +4" 2Kk, )

=3 % A gnt

n,=0n,_,=0n,=0

N N Enl+4—Nznz+....+4—'\‘l/nvj*(kl+4kz+...+4"'1kv)
N Wy
4

3)

lIl. RADIX-4? FFT/IFFT ALGORITHM

For N=16 (i.e., N=4), To perform index mapping on the16-

have limitations. 4-Dimension assumed to be as rabve Pointinput, Eq. 3061“ be recast as

notebooks,5-Dimension could be several bookcasksofu

such notebooks,6-Dimension as several rooms fulsuath
bookcases,and so forth. [9]

| paged

| page3

page2

pagel

1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16

Fig. |. Multidimensional array structure

C. Index Mapping

For a N-point sequence,the time index takeshenvalues

n=123,..N

X [ky + 4lg]
3

3
= z X(4n1 + n2 M/'\(l4n1+n2)*(kl+4k2)
n,=0n,=0

4)

any g (ki +4k2) can be decomposed

here the twiddle facto\/\/l(6
as[10]

= VL WL e W
Where W22 =1, Therefore Eq. 4 can be recast as

X[k, +4k,]

3 3
= Z {Z X(4n, +n, )Wztnlk1 :|W121k2 4nzkz

n,=0|| n,=0
()
here W,*¢ W, are DFT kernels and both are equal,
V\/lglk2 are the twiddle factors, the complex multiplicaton
required areW,S, W' W2 W22 W2 W in the
N-point FFT/IFFT mode.

However, we can achieve Inverse Fast Fouri@ndform
(IFFT) with a little modification to the FFT algdrin,i.e., sign

where N=4, so that the index mapping for the N-point of 1-inversion on the twiddle factors and Normalizing diyiding

dimensional array to the v - dimensional arrayiveg by

N. Therefore IFFT formula is given by
x{an, +n,]
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(kg +4k, )¥(4ny+n,) o gl o
1gzzx(k + i W T g T T 1 o
ko, =0k, =0 Add C — R1
(6)
x[4n1 + nz] < s, —™®
ST . Subtrect ’ ’ Add3 e
+ —niky ”1k2 =Nk, "
16k kzx( 4k )\N W 4 % i+ ] _ .!._:_ (3
2= 1 =) ! |+ c c
4 — Subtract? R2
)
From Eq. 7, itis clear that they are sam&as 5 except .
the negative sign on the twiddle factors and a adiz® factor Y 3 ;f — = NED
N in computation. So we can compute IFFT using FF1 =g * Subtract] o ot R4
processor with specific changes. Frodus
IV. IMPLEMENTATION OF THE PROCESSING

| i i
ELEMENT reaney
Fig. 3. Block diagram of proposed Processing Elédmen

So that the FFT computation takes three steps yamel
P bs B3 forn = (0, 1, 2,3), the Processing Element wititdhe

1) Previous Computation input as
The butterfly structure of the first stage of the t@es the
form of x( 1,9,13,5),
=X 0a OW, ].., x (2, 10, 14.6) ,
(8)
2) Complex Multiplication x(3, 11, 15,7),
- 1 4,12, 16,8).
- [W4]4x4 DI'.B4J4><4 X( )
. ©) respectively, and performs the first step.i.e.,Puavi
3) Post computation computation. Then the complex multiplication takies place,
. 0 _ .
The butterfly structure of the second stage of tiptakes the It is clear thatWig =1, therefore the first four outputs of
form of stage one does not need to be multiplied by theddiei
2 _ [W ] |.Cl] factors,they pass directly to the butterfly stagasllinputs for
x4

post computation, remaining 12 outputs of the stagedergo
(10)  the complex multiplication,even though this complex
multiplication can be further reduced to 9 by usthg same

Based on the Egs. 8, 10 the Operation performed on
Previous and Post computation are same. Here this \ftie property W16 =land produce intermediate results for post

Radix-# kernel. So, we can use a single Processing Elemenbmputation as
to perform these computations. The input orderivergin a R1(1, 2, 3, 4),
special order for the Processing Element to achiage

R2(5, 6, 7, 8),
x(n1) X(n+1) R3(9,10,11,12),
x(n+9) X(n+2) R4(13114115116) .
-1 -1
><>< o now to compute the final result,these intermediatailts are
x(n+13) X(n+3) given input to the Processing Element in the foiltayorder
x(n+5) _ X(n+4) R1 (1’ 9,13, 5)’
-1 J -1
Fig. 2. Modified radix-Zbutterfly structure R2(2,10,14, 6),

R3(3,11, 15, 7),
R4(4,12,16,8).
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for (n =0, 1, 2,3), the PE computes RI,R2,R3,Rpeetively
and produces the output

X(1,9, 13, 5),
X (2, 10, 14, 6),
X (3,11, 15, 7),
X (4,12, 16, 8).

The Final Output is obtained by applying indeapping on
X.i.e., X[k1 +4k2] for (ky,k, = 0, 1,2, 3), in other words the
[X]‘,X4 is to be transposed.

V.CONCLUSION

In this paper, we have proposed a new apprtadesign
and implement FFT processor based on a Radadgbrithm
and also given the multidimensional index mappomgiula to
implement any N-point FFT/IFFT using Radik-based
FFT/IFFT algorithm. Figure 1 represents a 3-Dimenal
array, where every page represents a 2-Dimensemay,so
that we can perform the proposed algorithm on gaate
individually,with introducing one constant multipli Then
conquer all the outputs of the individual pagesgdtq. 3 to
get the final output.i.e., FFT of N-point where N=4
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