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Abstract- In thispaper extracting the contents from the video is
described by using the various Digital Image Processing
Techniques such as some image  detection and image
segmentation techniques because the increase in the diversity
and availability of electronic information led to additional
processing requirements, in order to retrieve relevant and useful
data: the accessibility problem. This problem is even more
relevant for audiovisual information, where huge amounts of
data have to be searched, indexed and processed. Most of the
solutions for thistype of problems point towar ds a common need:
to extract relevant information features for a given content
domain. A process which underlies two difficult tasks: deciding
what is relevant and extracting it. In fact, while content
extraction techniques are reasonably developed for text, video
data till is essentially opaque. Despite its obvious advantages as a
communication medium, the lack of suitable processing and
communication supporting platforms has delayed its
introduction in a generalized way. This situation is changing and
new video based applications ar e being developed.
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[. INTRODUCTION

The image or video is stored only as a set of pixel
with RGB values in computer. The computer knowshimaf
about the meaning of these pixel values. The cordéran
image is quite clear for a person. However, itdsso easy for
a computer. For example, it is a piece of cakeetmgnize
yourself in an image or video, even in a crowd. Bus is
extremely difficult for computer. The preprocessiago help
the computer to understand the content of imageideo.
What is the so-called content of image or videoPeHmntent
means features of image or video or their objectsh sas
color, texture, resolution, and motion. Object barviewed as
a meaningful component in an image or video pictirer
example, a moving car, a flying bird, a personaltebjects.
There are a lot of techniques for image and videzgssing.
This chapter starts with an introduction to generahge
processing techniques and then talks about videoegsing
techniques. The reason we want to introduce imageegsing
first is that image processing techniques can led o video
if we treat each picture of a video as a still imag
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IIl. BACKGROUND

A few years ago, the problems of representation and
retrieval of visual media were confined to speeidi image
databases (geographical, medical, pilot experimeints
computerized slide libraries), in the professioapplications
of the audiovisual industries (production, broatiogsand
archives), and in computerized training or educatid®he
present development of multimedia technology and
information highways has put content processingvisfial
media at the core of key application domains: digand
interactive video, large distributed digital libies, multimedia
publishing. Though the most important investmetgehbeen
targeted at the information infrastructure (netvegprgervers,
coding and compression, delivery models, multimagistems
architecture), a growing number of researchers maatzed
that content processing will be a key asset inimyittogether
successful applications. The need for content [m%ing
techniques has been made evident from a varietgngfes,
ranging from achieving better quality in compressio
allowing user choice of programs in video-on-demand
achieving better productivity in video productigoroviding
access to large still image databases or integratiti images
and video in multimedia publishing and cooperatixek.

Content of image includes resolution, color, intgns
and texture. Image resolution is just the sizentdde in term
of display pixels. Color is represented using R@Bcmodel
in computer. For each pixel on the screen, thezdhaee bytes
(R,G,B color component) to represent its color. Eaolor
component is in the range of 0 to 255. Intensityhis gray
level information of pixels represented by one bylde
intensity value is in the range of 0 to 255. Teatur
characterizes local variations of image color otengity.
Although texture-based methods have been widelyd use
computer vision and graphics, there is no singlmroonly
accepted definition of texture. Each texture analysethod
defines texture according to its own model. We @ers
texture as a symbol of local color or intensityiaon. Image
regions that are detected to have a similar texttaxe similar
pattern of local variation of color or intensity.
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[ll. BASIS OF VIDEO PROCESSING

A. Content of Digital Video

Generally speaking, there is much similarity betwee
digital video and image. Each picture of video bantreated
as a still image. All the techniques applicablen@ages can
also be applied to video pictures. However, thame il
different. The most significant difference is thdatleo has
temporal
compression. Video is a meaningful group of piciutet tells
a story or something else. Video pictures can loeged as a
shot. A video shot is a set of pictures taken ie camera
break. Within each shot, there can be one or mag k
pictures. Key picture is a representative of thateot of a
video shot. For a long video shot, there may betipialkey
pictures. Usually video processing segments videto i
separate shots, selects key pictures from theds, sirad then
generates features of these key pictures. Therésai{golor,
texture, object) of key pictures are searcheddeiquery.

Video processing includes shot detection, key pictu
selection, feature generation, and objectaexitsn.
B. Shot Detection

Shot detection is a process to detect camera shots.

camera shot consists of one or more pictures tékeone
camera break. The general approach to shot detdwdi® been
the definition of a difference metric. If the difésces between
two pictures are above the metric, then theresisa between
them. An algorithm can be proposed for this. Thgoathm
uses binary search to detect shot which makegytfast and
achieve good performance as well.

C. Key Picture Selection

image segmentation techniques or motion information
Segmentation-based techniques are mainly basednagei
segmentation. And objects are recognized and tdadke
segmentation projection. Motion-based techniquekemase
of motion vectors to distinguish objects from backmd and
keep track of their motion. It is a very difficygtoblem. And
the new standard being developed will talk abowy ho get
objects in the video and encode them separatadydifferent

information and uses motion estimation fordayers. Hopefully this process is not manual andks ilso

unrealistic to expect it to be full automatical.

N,

representation representation extracted
of the scene of the object
background
model/pattern

IV. COMMON IMAGE PROCESSING TECHNIQUES

A. Dithering

Dithering is a process of using a pattern of sdbits to
simulate shades of gray. Different shapes andnpattef dots
have been employed in this process, but the effébe same.

After shot detection, each shot is representedtby aVhen viewed from a great enough distance that ¢t ate

least one key picture. The choice of key picturaldéde as
simple as a particular picture in the shot: thetfithe last, or
the middle. However, in situations such as long,sho single
picture can represent the content of the entire. SRBIC

(Query by Image Content) uses a synthesized keturpic
created by seamlessly mosaicking all the pictunea given

not discernible, the pattern appears as a solideshfgray.

B. Erosion

Erosion is the process of eliminating all the baamydpoints
from an object, leaving the object smaller in dvgaone pixel
all around its perimeter. If it narrows to lessrthtaree pixels
thick at any point, it will become disconnectedtdinwo

shot using the computed motion transformation oé& th objects) at that point. It is useful for removingorhi a

dominant background. This picture is an authergjgiction of
all background captured in the whole shot. In CB®Rntent
based Image Retrieval) system, key picture selectio a
simple process that usually chooses the first astigictures
of a shot as key pictures.
D. Feature Generation

After key picture selection, features of key piesr
such as color, texture, intensity are stored asxes of the
video shot. Users can perform traditional searchubing
keyword querying and content-based query by spiegfa
color, intensity, or texture pattern. Only the gexted features
will be searched against and the retrieval cambeal time.

E. Object Extraction

segmented image objects that are too small to heterfest.
Shrinking is a special kind of erosion in that $Apixel
objects are left intact. This is useful when théaltobject
count must be preserved. Thinning is another sp&id of
erosion. It is implemented in a two-step proces$e first step
will mark all candidate pixels for removal. The sad step
actually removes those candidates that can be remnov
without destroying object connectivity.

C. Dilation

Dilation is the process of incorporating into thgext all the
background pixels that touch it, leaving it largearea by that
amount. If two objects are separated by less thiaaetpixels
at any point, they will become connected (merge¢al ame

selection, the objects in the video are also etdrhaising
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segmented objects. Thickening is a special kindilafion. It
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is implemented in a two-step process. The firgi starks all
the candidate pixels for addition. The second atis those
candidates that can be added without merging abject

D. Opening

The process of erosion followed by dilation is edlbpening.
It has the effect of eliminating small and thin etis, breaking
objects at thin points, and generally smoothingktbendaries
of larger objects without significantly changingtharea.

E. Closing

The process of dilation followed by erosion is edltlosing.

It has the effect of filling small and thin holesadbjects,
connecting nearby objects, and generally smootttiag
boundaries of objects without significantly chargtheir

area.

F. Filtering

Image filtering can be used for noise reductionage
sharpening, and image smoothing. By applying a pass or
high-pass filter to the image, the image can beathsa or
sharpened respectively. Lowpass filter is usedetiuce the
amplitude of high-frequency components. Simple las#
filters apply local averaging. The gray level atlegixel is
replaced with the average of the gray levels imgaase or
rectangular neighborhoodsaussian Lowpass Filter applies
Fourier transform to the image. Highpass filter is used
increase the amplitude of high-frquency components.

G. Segmentation

It is useful for detecting a set in which all thigts are
adjacent or touching. Within each region, there soene
common features among the pixels, such as col@msity, or
texture. When a human observer views a scene, ibigalv
system will automatically segment the scene for birher.
The process is so fast and efficient that one seea complex
scene, but rather a collection of objects. Howegemputer
must laboriously isolate the objects in an imagebbsaking
the image into sets of pixels, each of which isithege of one
object.

Image segmentation can be approached from three. Wéne
first approach is calledegion approach, in which each pixel
is assigned to a particular object or region. le ltbundary

high accuracy. In the case that there is some friowledge
about the foreground objects or background scehe,
accuracy of object recognition could be pretty goddually
the image is first segmented into regions accordmghe
pattern of color or texture. Then separate regiotils be
grouped to form objects. The grouping process igoittant
for the success of object recognition. Full autdocaht
grouping only occurs when the prior knowledge abthet
foreground objects or background scene existshénather
cases, human interaction may be required to achimoa
accuracy of object recognition

V. APPLICATIONS

Videocel applications

Video browser:

This application is used to visualize video streambe
browser can load a stream and split it in its ssegments
using cut detection algorithms. Each shot is treprasented
in the browser main window by an icon that is austl form
of its first frame the shots can be played usingesad view
objects.

toWeather Digest

The Weather Digest application generates HTML doznig
from TV weather forecasts. The temporal sequenceays,
presented on the TV, is mapped to a sequence gieisnia the
HTML page. This application illustrates the impaita of
information models.

News analysis

News analysigleveloped a set of applications to be used
social scientists in content analysis of TV newse Bnalysis
was in filling forms including news items duratiosybjects,
etc., which our attempts to automate. The systenergges

HTML pages with the images and CSV (Comma Separated

Values) tables suitable for use in spreadsheets asdExcel.
Additionally, these HTML pages can be also usedrfews

approach, only the boundaries that exist between the regionbrowsing and there also is a java based tool foesging this

are located. The third is calleslige approach, where people
try to identify edge pixels and then link them tthger to form
the required boundaries.

H. Object Recognition

The most difficult part of image processing is abje
recognition. Although there are many image segntiemta
algorithms that can segment image into regions siime
continuous feature, it is still very difficult tecognize objects
from these regions. There are several reasonshier Eirst,
image segmentation is an ill-posed task and theralways
some degree of uncertainty in the segmentationtré&second,
an object may contain several regions and how tmnect
different regions is another problem. At presentatgorithm
can segment general images into objects automgtiaéth
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information.
VI. CONCLUSION
Visual

information computing & communication technologyist
information in the type of digital images & digitaldeo, is
highly available also through the computer. To bke & cope
with the explosion of visual information, an orgeation of
material which allows for fast search & retrievalrequired.
These calls for the system which is in some way awide
content-based handling of visual information. lis tteminar |
have tried to give the basic image processing fgcles,

information has always been always an
important source of knowledge. With the advances in
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status of content based access to images & vidabases,
some applications regarding to video content etitrac

An image extraction system is necessarily for siser
that have large collection of images like digithtary. During
the last few years, some content based techniquesnage
retrieval system are commercially available. Thegstems
offer retrieval by color; texture or shape & smavmbinations
of these images help users in finding the imagésHeoking
for. A video retrieval system is useful for videeckiving,
video editing, production etc.
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