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Abgtract— Cloud computing plays a vital role in today's
distributed systems widely used by internet userdt provides a
flexible and consistent environment in which the d@, devices
and services can be shared among end users in ordersave the
time and cost. The advanced computing is the most portant
service provided by this technology. Due to the copfexity and
difficulty of services requested by IT industries ad
organizations, cloud computing has become a widelgdopted
technology to expedite and facilitate the processf oservice
delivery through internet. In addition to technical challenges,
providing cache services in clouds encounters a nmaj practical
issue (quality of service or service level agreemerissue) of
pricing. Currently, (public) cloud users are limited to a small set
of uniform and coarse-grained service offerings, sth as High-
Memory and High-CPU in Amazon, EC2. In this paper, ve
present the cache as a service (CaaS) model as atianal service
to typical infrastructure service offerings. Speciically, the cloud
provider sets aside a large pool of memory that carbe
dynamically partitioned and allocated to standard nfrastructure
services as disk cache. A completely redesigned Bebe variant
that is more effective (provides tighter lower/uppe bounds) and
also more efficient (faster bound determination) tan the
previous version is proposed.

Index Terms— Cloud Computing, Cache, CaaS, Remote
memory, Cost efficiency.

I. INTRODUCTION

Those who have an interest in information technplogy
often come across the term ‘cloud computing’. Diesjis
vagueness and the fact that it is too broad tadmussed, there
is an agreement among IT professionals that ‘ctmrdputing’
is a technical concept, where system users saveftirenation
on remote servers which are managed by othersusadhe
applications that are stored inside the serverexeduted from
other locations, instead of from their own compsitéFhe
internet plays an important role for the developmeh a
variety of technologies. There is no doubt that ohthe most
commonly discussed topics related to technologiesloud
computing.

In computer networking, cloud computing is a phrased
to describe a variety of computing concepts thablive a
large number of computers connected through a tiraal-
communication network such as the internet. Itesy\similar
to the concept of utility computing. In scienceowd
computing is a synonym for distributed computingeiowa
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network, and means the ability to run a prograrapplication
on many connected computers at the same time.

The phrase is often used in reference to netwoskda
services, which appear to be provided by real sdrasdware,
and are in fact served up by virtual hardware, kited by
software running on one or more real machines. Sirthal
servers do not physically exist and can therefarenmwoved
around and scaled up or down on the fly withougeetfhg the
end user, Somewhat like a cloud becoming largesnaaller
without being a physical object.

In common usage, the term "the cloud" is essewntiall

metaphor for the internet. Marketers have furthgpytarized
the phrase "in the cloud" to refer to software tfplans and
infrastructure that are sold "as a service", eenately through
the internet. Typically, the seller has actual ggeronsuming
servers which host products and services from aotem
location, so end-users don't have to; they canlgifog on to
the network without installing anything. The majoodels of
cloud computing service are known as software asrdice,
platform as a service, and infrastructure as aiganThese
cloud services may be offered in a public, privatehybrid
network. Google, Amazon, oracle cloud, Salesforado and
Microsoft azure are some well-known cloud vendors.
A systematic literature review is often conductedekplore
the key aspects of a scientific concept. It carmélpful to be
employed by researchers as a research roadmap ioitiah
reference. Indeed, it expedites the process ofl@molinding
that is a critical part of any research [1-10].

Il. PROPOSED METHOD

Cloud computing relies on sharing of resourcesctuexve
coherence and economies of scale, similar to dyufilke the
electricity grid) over a network. At the foundatiaf cloud
computing is the broader concept of converged stfuature
and shared services. The cloud also focuses ommizxg the
effectiveness of the shared resources. Cloud ressuare
usually not only shared by multiple users but aiso a
dynamically reallocated per demand. This can wook f
allocating resources to users. For example, a ctmumdputer
facility that serves European users during Europmasiness
hours with a specific application (e.g., email) mawallocate
the same resources to serve north American usergychorth
America’s business hours with a different applmat{e.g., a



International Journal of Ethics in Engineering & Management Education

Website: www.ijeee.in (ISSN: 2348-4748,

Volume lksue 5, May 2014)

web server). This approach should maximize the obe
computing powers thus reducing environmental damage
well since less power, air conditioning, rack spaate. With
cloud computing, multiple users can access a sisgpeer to
retrieve and update their data without purchasiognkes for
different applications. The term "moving to cloual$o refers
to an organization moving away from a traditionahREX
model (buy the dedicated hardware and depreciateet a
period of time) to the OPEX model (use a sharedictlo
infrastructure and pay as one uses it).[11].

Proponents claim that cloud computing allows congmn
to avoid upfront infrastructure costs, and focugparjects that
differentiate their businesses instead of infrastme.
Proponents also claim that cloud computing allont®rises
to get their applications up and running fastethviinproved
manageability and less maintenance, and enabls ritore
rapidly adjust resources to meet fluctuating anpredictable
business demand. Cloud providers typically useay 'gs you
go model." this can lead to unexpectedly high obsirg
administrators do not adapt to the cloud pricingletoln this
paper, we present the cache as a service (CaaS)l m®dn
optional service to typical infrastructure serviofferings.
Specifically, the cloud provider sets aside a lapm®l of
memory that can be dynamically partitioned andcalled to
standard infrastructure services as disk cache.
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Fig: A block diagram of CAAS model.

The CaaS model consists of two main components: an

elastic cache system as the architectural founuagiod a

service model with a pricing scheme as the economig

foundation. The basic system architecture for thstie cache
aims to use RM, which is exported from dedicatednony
servers (or possibly ssds). It is not a new caclaiiggrithm.
The elastic cache system can use any of the existiche
replacement algorithms. Near uniform access timeRig-
based cache is guaranteed by a modern high spéadrke
interface that supports RDMA as primitive operasiokach
VM in the cloud accesses the RM servers via theesscc
interface that is implemented and recognized awriaal block
device driver. Based on this access layer, VMSzatiRM to
provision a necessary amount of cache memory oradeén?
group of dedicated memory servers exports theal loemory
to VMs, and exported memory space can be viewednas
available memory pool as shown in Fig. 1.
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This memory pool is used as an elastic cache fos M
the cloud. For billing purposes, cloud service pevs could
employ a lease mechanism to manage the RM poatnimoy
the elastic cache system for the cloud, servicepomants are
essential. The CaaS model consists of two cacheseypes
(CaasS types) based on whether LM or RM is allocatih.
Since these types are different in their perforreagmed costs a
pricing scheme that incorporates these charadtsristdevised
as part of Caas.

An approach for general metric access methods baised
D-cache (distance cache), that helps to reducedsieof both,
indexing and querying is being applied on elasfgtem. The
basic task of D-cache is to determine cheaper tayher- and
upper bound of an unknown distance between twocthje
based on stored distances computed during pregoesying
and/or indexing. Although the D-cache was alreadsoduced
in our preliminary work, it was applied in a morarrowed
context—as a tool for efficient index-free simitstrisearch
(resulting in a new method, the D-file). Moreovierthis paper
we not only employ the D-cache in various MAMSs, lbve
present a completely redesigned D-cache variattishanore
effective (provides tighter lower/upper bounds) atsb more
efficient (faster bound determination) than the vpmes
version.

IIl. EXPERIMENTALRESULTS

Among many important factors in designing an etasti
cache system, we particularly focus on the typecathe
medium, the implementation level of our cache systéhe
communication medium between a cache server and,axd
reliability. Elastic cache can be deployed at eittgplication
or OS level (block device or file system level).this paper, it
is the fundamental principle that the cache need afilect
application code or file systems owing to the diitgr of
applications or file system configurations on claanputing.
Application level elastic cache such as mem-cacioett have
better performance than OS level cache, since Ggtjan level
cache can exploit application semantics. However,
modification of application code is always necegséor
application level cache [12].

A file system level implementation can also providany
chances for performance improvements, such asrimgfand
pre-fetching. However, it forces users to use ecifipefile
system with the RM-based cache. In contrast, afth@ublock-
device level implementation has fewer chances dbpmance
improvements than the application or file systenvele
counterpart, it does not depend on applicationfle@systems
to take benefits from the underlying block-levelcloa
implementation. One of most important requiremeotsthe
elastic cache is failure resilience. Since we im@et the
elastic cache at the block device level, the caaysem is
designed to support a RAID-style fault-tolerant
mechanism[13].Based on a RAID-like policy, the gtasache
can detect any failure of cache servers and resover
automatically from the failure (a single cache seffailure).
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The elastic cache system is conceptually composéaao
components: a VM and a cache server. A VM demamdg$dr
use as a disk cache. We build an RM-based caclebésck
device and implement a new block device driver (Rithe
device). In the RM-Cache device, RM regions arevei as
byte-addressable space. The block address of dack BO
request is translated into an offset of each regamd all
read/write requests are also transformed into RO/ write
operations. We use the device-mapper module ofLthex
operating system (i.e., DM-Cache) to integrate kbth RM-
Cache device and a general block device (HDD) intingle
block device [14-15]. This forms a new virtual ttodevice,
which makes our cache pluggable and file-systerageddent.
The Fig. 2 shows elastic cache structure and dopatgng
problem.
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Fig2: Elastic cache structure and double pagintesydor the proposed CaaS
model.

In our CaaS model, it is assumed that a user, whdssa
request with a CaaS option (HP or BV), also accongaan
application profile including data volume, data e&x pattern,
and data access type. D-cache (distance cache) basdel
proposed in this paper helps to reduce the cosbath,
indexing and querying. It can be argued that theeees of
application specific information might not be rdgdivailable
particularly for average users, and some applioatibehave
unpredictably. In this paper, we primarily target scenario in
which users repeatedly and/or regularly run thppliaations
in clouds, and they are aware of their applicatibbaracteristics
either by analyzing business logic of their appiass or by
obtaining such information using system tools. Acipg
model that explicitly takes into account variouastic cache
options is essential for effectively capturing thradeoff
between (I/O) performance and (operational) costo@ for
efficient index-free similarity search is defined.

For performance evaluation, we used a7-node clusteh
node of which is equipped with an Intel(r) Core@rQuad
CPU 2.83 GHz and 8 GB Ram. All nodes are connevcied
both a switched 1 Gbps Ethernet and 10 Gbps I@imdb A
memory server runs Ubuntu 8.0.4 with Linux 2.6.24nkel and
exports 1 GB memory.
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V. CONCLUSION

The cost efficiency of CaasS is evaluated throudieresive
simulations with randomly generated workloads, aath
simulation is conducted using the metric for perfance
improvement of each cache. Different workload ctigréstics
were applied. With the increasing popularity ofréastructure
services such as Amazon EC2 and Amazon RDS, |okvifis
performance is one of the most significant problemsthis
paper, we have presented a CaaS model as a cixsereff
cache solution to mitigate the disk I/O problemaaS. To this
end, we have built a prototype elastic cache sysisimg a
remote-memory-based cache, which is pluggable aled f
system independent to support various configuratiorhis
elastic cache system together with the pricing rhddeised in
this study has validated the feasibility and przdiy for CaaS
model. Through extensive experiments, we have puoati
that CaasS helps laaS improve disk 1/0O performameatty The
performance improvement gained using cache sercieasly
leads to reducing the number of(active) physicathirees the
provider uses, increases throughput, and in tusultein profit
increase. This profitability improvement enables firovider
to adjust its pricing to attract more users. Us®afache has
reduced cost incurred on indexing and queryindig model.
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