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Abstract--- This paper describes the technique to recover from
the failures that occurs in Wireless Mesh network®WMN) like
node failure, link failures etc , due to channel riterference,
dynamic obstacles or application bandwidth demands. This
paper present an Autonomous network ReconfiguratiorSystem
(ARS) that enables a multi-radio WMN to autonomous} recover
from local link failures to preserve network performance. ARS
has been implemented and evaluated extensively omrolEEE
802.11-based WMN test-bed as well as through ns-zded
simulation . By using channel and radio diversitiesn WMNS,
ARS generates necessary changes in local radio amthannel
assignments in order to recover from failures. NexARS'’s on-line
reconfigurability allows for real-time failure detection and
network reconfiguration, thus improving channel-efciency by
92%.. Our evaluation results demonstrated the effetiveness of
ARS in recovering from local link-failures and in stisfying
application’s diverse QoS demands.

Keywords: wsn, ars

1. INTRODUCTION:

A Wireless Mesh network (WMN) is dynamically
self-organized and self-configured, with the nodesthe
network automatically establishing and maintainingesh
connectivity among themselves . WMNs will deliveireless
services for a large variety of applications ingoeral, local,
campus, and metropolitan areas networks . Still isita
challenging problem for preserving the requiredfqr@enance
of such WMNs , due to heterogeneous and fluctuatiingless
link conditions. For example, some links of a WMhay
experience significant channel interference. Liitka certain
area (e.g., a hospital or police station) mightbegble to use
some frequency channels because of spectrum dgqoet
regulation.

To overcome from the wireless liiakures many
solutions has been proposed in WMNSs, but still theye
several limitations as follows. First, resourceedition
algorithms , even though their approach provides
comprehensive and optimal network configuratiomplhey
often require “global” configuration changes, whidre
undesirable in case of frequent local link failur8gcond, a
greedy channel-assignment algorithm can reduce
requirement of network changes by changing settaignly
the faulty link(s),this greedy change might not dlale to
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realize full improvements. Third, fault-toleranbuting
protocols, i.e, local re-routing or multi-path timg , they rely
on detour paths or redundant transmissions, whigy require

more network resources than link-level network
reconfiguration.
We propose an Autonomous  network

Reconfiguration System (ARS) to overcome from above
limitations, this technique allows a multi-radio V\WM(mr-
WMN) to autonomously reconfigure its local netwaedttings
for real-time recovery from link failures. ARS firsearches
for feasible local configuration changes availabl®und a
faulty area, based on current channel and radiocag®ns.
Then, by imposing current network settings as cairgs,
ARS identifies reconfiguration plans that requite tminimum
number of changes for the healthy network settiiggxt,
ARS also includes a monitoring protocol that enslsleVMN
to perform real-time failure recovery in conjunctiith the
planning algorithm. The accurate link-quality infaation
from the monitoring protocol is used to identify twerk
changes that satisfy applications’ new QoS demamddhat
avoid propagation of QoS failures to neighborimiké. Based
on the measurement information, ARS detects liriluries
and/or generates QoS-aware network reconfigurapilams
upon detection of a link failure. ARS can be impésted and
evaluated extensively via experimentation on ouftimadio
WMN test-bed as well as via hs2-based simulation.

First, ARS’s planning algorithm effectively mtdies
reconfiguration plans that maximally satisfy thelamations’
QoS demands, accommodating twice more flows thaticst
assignment. Next, ARS avoids the ripple effectQas-aware
reconfiguration planning, unlike the greedy apphoathird,
ARS'’s local reconfiguration improves network thropgt
and channel-efficiency by more than 26% and 92%,
respectively, over the local re-routing scheme.

2. EXISTING SYSTEM:

a

First, resource-allocation algorithntan provide
(theoretical) guidelines for initial network resoarplanning.
However, even though their approach provides a

theomprehensive and optimal network configuratiompliey

often require “global” configuration changes, whicdre
undesirable in case of frequent local link failurdext, a
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greedy channel-assignment algorithm can reduce
requirement of network changes by changing settafgnly
the faulty link(s). However, this greedy change Imigot be
able to realize full improvements, which can onéydrhieved
by considering configurations of neighboring meshters in
addition to the faulty link(s). Third, fault-tolerf routing
protocols, such as local re-routing or multi-padluting, can
be adopted to use network-level path diversityafariding the
faulty links.

2.1 Localized reconfiguration Network reconfiguration
needs a planning algorithm that keeps necessamyoriet
changes (to recover from link failures) as locapassible, as
opposed to changing the entire network settingenBtiough
these algorithms are suitable for static or pedodétwork
planning, they may cause network service disrupdiod thus
are unsuitable for dynamic network reconfiguratiobat has to
deal with frequent local link failures. Next, thgreedy

channel-assignment algorithm, which considers olagal

areas in channel assignments might do betterdacieg the
scope of network changes. Finally,
channel-assignment algorithms can minimize interfee by
assigning orthogonal
geographically. For example, in Fig. 2, if chanfas lightly-
loaded in a faulty area, the second radio of nGdean re-
associate itself with the first radio of node avoiding
configuration changes of other links.

Fig. 1. Multi-radio WMN

A WMN has an initial assignment of frequency chdsres

shown above. The network often experiences wireliegs

failure and needs to reconfigure its settings. Whihis

approach can improve overall network capacity byngis
additional channels, the algorithm could furthempiove its

flexibility by considering both radio diversity €i, link

association) and local traffic information.

2.2 QoS-Constraints Reconfiguration has to satisfy QoS

constraints on each link as much as possible., §ingtn each
link’s bandwidth constraints, existing channel-gaesient and
scheduling algorithms can provide approximatelyiroal
network configurations. However, these algorithmay
require global network configuration changes fronarging
local QoS demands, thus causing network disruptitive
need instead a reconfiguration algorithm that isanly local
changes while maximizing the chance of meeting @us
demands. For example, if link EH in Fig.1 expecema QoS
failure on channel 1, then one simple reconfigoratplan
would be to re-associate R1 of node H to R2 of nEdm
channel 5, which has enough bandwidth.
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thalgorithm might be able to satisfy particular lihk®oS

demands by replacing a faulty channel with a neanakl.

2.3 Cross-layer interaction Network reconfiguration has to
jointly consider network settings across multipsydrs. In
fault-tolerant routing protocols, such as localreating or
multi-path routing , allow for flow reconfiguraticto meet the
QoS constraints by exploiting path diversity, thegnsume
more network resources than link reconfiguratioegduse of
their reliance on detour paths or redundant trassions.

2.4 Limitations of Existing System:

1. Cannot avoid propagation of QoS failures toghlkoring
links.

2. Unsuitable for dynamic network reconfiguration.

3. PROPOSED SYSTEM:

To overcome the above limitations, we propose an

Autonomous Network Reconfiguration System (ARS) that

interferencerawa allows a multi-radio WMN to autonomously reconfiguits
route
channels as closely as pessibhssignment—for real-time recovery from link failsrdn its

local network settings—channel, radio, and
core, ARS is equipped with a reconfiguration plagni
algorithm that identifies local configuration chasgfor the
recovery, while minimizing changes of healthy netwo
settings. Briefly, ARS first searches for feasiblecal

configuration changes available around a faultaabased on
current channel and radio associations. Then, byosimg

current network settings as constraints, ARS idiesti
reconfiguration plans that require the minimum nemiof

changes for the healthy network settings. It detadong-term
(lasting for weeks or months) failures, network-gglanning
algorithms can be used. Note that hardware failuves

broadband-channel failures .

3.1 The ARS Architecture:

Planner in Gateway

Plan Generator
QoS Filter

[ Benerit Filter |

E _ 7:_31 | Routing

Link Srare | Table Mer.

MNetwork
lawer |

Failure
Detector

Group
Orgamzer |

Device I rork R ) NIC Setting

drivers Manager

ARS software architecture in each node

Fig 2: ARS is implemented across network and layels as a loadable
module of Linux 2.6 kernel.

The above figure shows the software architectureABS.
First, ARS in the network layer is implemented gsiretfilter
, which provides ARS with a hook to capture anddsARS-
related packets such as group-formation messagesldition,
this module includes several important algorithmsd a
protocols of ARS: (i) network planner, which generates

The greedyconfiguration plans only in a gateway node; Gipup

organizer, which forms a local group among mesh routers;
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(iii) failure detector, which periodically interacts with a
network monitor in the device driver and maintaamsup-to-
date link-state table; and (ivputing table manager, through
which ARS obtains or updates states of a systertmigtable.
Next, ARS components in the device driver are inmaeted
in an open source MADWIFi device driver . This ativis
designed for Atheros chipset-based 802.11 NICs alogvs
for accessing various control and management ezgige.g.,
longretry, txrate) in the MAC layer, making network
monitoring accurate. The module in this drivedinies

(i) network monitor, which efficiently monitors link-quality
and is extensible to support as many multiple dis
possible ; and (i) NIC manager, which effectively
reconfigures NIC’s settings based on a reconfigomaplan
from the group organizer.

3.2 Multi-radio WMN (mr-WMNs):

A network is assumed to consist ofmeodes, IEEE
802.11-based wireless links, and one control gatewsach
mesh node is equipped with n radios, and each’'sacliannel
and link assignments are initially made by usingbgl
channel/llink assignment algorithms. ARS is a distied
system that is easily deployable in IEEE802.11-thage-
WMNSs.

ARS self-reconfigurability has following distinctfeatures
* Localized reconfiguration: On multiple channels and radio
associations , ARS generates reconfiguration plaatsallow
for changes of network configurations only in thieinity
where link failures occurred, while retaining capfiations in
areas remote from failure locations.
» QoS-aware planning: QoSsatisfiable reconfiguration plans
ARS identifies by (i) estimating the QoSsatisfiepi of
generated reconfiguration plans and (ii) derivingeit
expected benefits in channel utilization.
* Autonomous reconfiguration via link-quality monitoring:
ARS accurately monitors the quality4 of links otlka
node in a distributed manner. Furthermore, basedthen
measurements and given links’ QoS constraints, ABRIScts
local link failures and autonomously initiates netlw
reconfiguration.
» Cross-layer interaction; ARS actively interacts across the
network and link layers for planning. This inteianotenables
ARS to include a re-routing for reconfiguration qoténg in
addition to link-layer reconfiguration. ARS cans@lmaintain
connectivity during recovery period with the helppaorouting
protocol.
Algorithm.1 ARS Operation at Mesh node i
(1) Monitoring period (tn)

1: for every link j do

2: measure link-quality (Iq) using passivenibaring;

3: end for

4: send monitoring results to a gateway g;
(2) Failure detection and group formation period (f)

5:if link | violates link requirements r then

209

6: request a group formation on channdllmk I;
7: end if
8: participate in a leader election if a resjus received;
(3) planning period (M, t,)
9: if node i is elected as a leader then
10: send a planning request message (c, Mptieway;
11: else if node i is a gateway then
12: synchronize requests from reconfiguratiorugsoM,
13: generate a reconfiguration plan (p) fqr M
14: send a reconfiguration plan p to a leadévl of
15: end if
(4) Reconfiguration period (p , t)
16: if p includes changes of node i then
17: apply the changes to links at t;
18: end if
19: relay p to neighbouring members, if any

ARS operation has define in above algorithm ass:

First, ARS in every mesh node monitors the quatityits
outgoing wireless links at every tm (e.g., 10 sma) reports
the results to a gateway via a management mesSagend,
once it detects a link failure(s), ARS in the de&temode(s)
triggers the formation of a group among local mesiiters
that use a faulty channednd one of the group members is
elected as a leader using the well-known bully aflgm, for
coordinating the reconfiguration.

Third, the leader node sends a planning-requessagesto a
gateway. Then, the gateway synchronizes the plgmeiquest
and generates a reconfiguration plan for the requéesirth,
the gateway sends a reconfiguration plan to thdeleaode
and the group members. Finally, all nodes in theugr
execute the corresponding configuration changeanyt and
resolve the group.

3.3 Localized Network Reconfiguration:

The ARS function is teystematically generate
localized reconfiguration plans. Aeconfiguration plan is
defined as a set of links’ configuration changes, ehannel
switch, link association necessary for a networkré¢oover
from a link(s) failure on a channel and there asmally
multiple reconfiguration plans for each link fadur By
contrast, ARS systematically generates reconfigamgplans
that localize network changes by dividing the rdiguration
planning into three processes—feasibility, QoSséatility,
and optimality—and applying different levels of straints.

; F ¢ .
Failure - l‘_. i - S S Recovery
nfo. Feasibility A Satlsﬁablllty)—b{ Optimality J—» Plan

QoS demands
(aBAR)

Utilization
(B)

Connectivity
{=1)

Fig. 3. Localized reconfiguration planning in ARSRS generates a
reconfiguration plan by breaking down the planningcess into three
processes with different constraints.

As depicted in Figure 3, ARS first applies connatti
constraints to generatesat of feasible reconfiguration plans
that enumerate feasible channel, link, and routangas
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around the faulty areas, given connectivity andk-failure
constraints., ARS then applies within set stdotstraints
(i.e., QoS and network utilization) to identify @configuration
plan that satisfies the QoS demands and that inggroetwork
utilization most.

3.3.1 Generating feasible plans Given multiple radios,
channels, and routes, ARS identifies feasible charlgat help
avoid a local link failure but maintain existing twerk
connectivity as much as possible. However, in gengg such
plans, ARS has to address the following challenges.

reconfiguration plans by checking if the QoS caaists are
met under each plan. Although each feasible plaures that
a faulty link(s) will use non-faulty channels andintain its
connectivity, some plans might not satisfy the @o8straints
or even cause cascaded QoS failures on neighblimkey To
filter out such plans, ARS has to solve the follogvi
challenges.

* Per-link Bandwidth Estimation: ARS has to check whether
each link’s configuration change satisfies its haidth
requirement, so it must estimate link bandwidth. eBtimate
link bandwidth, ARS accurately measures each licksacity

* Avoiding a faulty channel: First ARS must has to ensure thatand its available channel air-time. Even though ergus

the faulty link needs to be fixed via reconfiguoati ARS
considers three primitive link changes, as expthineTable 1.
Specifically, to fix a faulty link(s), ARS can u§g a channel-
switch (S) where both end-radios of
simultaneously change their tuned channel, (iipdiaswitch
(R) where one radio in node A can switch its chararal
associate with another radio in node B, and (iiipateswitch
(D) where all traffic over the faulty link can uaedetour path,
instead of the faulty link.
TABLE I
Definition of link-change in ARS. EACH CHANGE REPRESENTS A PRIMITIVE
LINK CHANGE IN CHANNEL, ASSOCIATION, OR ROUTE. MULTIPLE

CHANGES CAN BE JOINTLY USED TO REPRESENT CHANGES OF MULTIPLE
LINKS.

Primitive changes
Channel switch
(S(Ai. Bi)a—s)
Radio switch
(R(A:, Bj)a—s)
Detouring
(D(A:, B;))

Description
Radios A; and B; of link AR switch their
channel () to other channel (3).
Radio A; in node A re-associates with radio B
in node B, tuned in channel (;3).
Both radios A; and B; of link AB remove their
associations and use a detour path, if exists.

e Maintaining network connectivity and utilization: To
avoiding the use of the faulty channel, ARS needsaintain
connectivity with the full utilization of radio resrces.

bandwidth-estimation techniques have been propotes;
focus on the average bandwidth of each node invaonke or
the end-to-end throughput of flows , which cannetused to

link AB cancalculate the impact of per-link configuration cbas. By

contrast, ARS estimates an individual link's capadiC),
based on measured (or cached) link-quality infoionat
packet-delivery ratio and data-transmission ratasueed by
passively monitoring the transmissions of data asbimg
packets —and the formula back-off time (tb) andualc

transmission time (ts).
CWMinxslotTime

b i 5
Here, we assume that ARS is assumed to cache liakty
information for other channels and use the cachfaimation
to generate reconfiguration plans. If the informatbecomes
obsolete, ARS detects link failures and triggersotiaer
reconfiguration to find QoS-satisfiable plans—Ilazy
monitoring.
e Examining per-link bandwidth satisfiability: With Given
measured bandwidth and bandwidth requirements, hd&&3o
check if the new link change(s) satisfies QoS nements.

Because each radio can associate itself with nhaltip ARS defines and uses the expected busy air-tinie saeach
link to check the link’'s QoS satisfiability.

neighboring nodes, a change in one link triggerket
neighboring links to change their settings. ARSetaktwo-
step approach. ARS first generates feasible changesadf e

- S Trsnsrniss

link using the primitives, and then combines adfefeasible
changes that enable a network to maintain
connectivity. ARS maximizes the usage of netwodotgces
by making each radio of a mesh node associatd sl at

least one link and by avoiding the use of samsglupdant)

channel among radios in one node.

» Controlling the scope of reconfiguration changes: ARS must

its owr

Fig. 4.Busy Air-time Ratio (BAR) of a directed link: BAR (e.g., I11) is affected
by activities of neighboring links (10, 12,and 18) channel 1 and is used to
evaluate QoS satisfiability of a link.

to avoid network changes bxal as possible, but at the same By taking that a link’s bandwidth requiremen) (s given, the

time it needs to find a locally optimal solution bgnsidering
more network changes or scope. To make this trdagS
uses a k-hop reconfiguration parameter. Startiomfa faulty
link(s), ARS considers link changes within thetfikshops and
generates feasible plans. If ARS cannot find allschution, it
increases the number of hops (k) so that ARS majoex a

broad range of link changes. Thus, the total numbier

reconfiguration changes is determined on the haEsixisting
configurations around the faulty area as well asviddue of k.

link’s busy air-time ratio (BAR) can be defined BAR =%
and must not exceed 1.0 (i.e., BAR < 1.0) for & lim satisfy
its bandwidth requirement. If multiple links shahe air-time
of one channel, ARS calculates aggregate BABRAR) of
end-radios of a link, which is defined as

aBARKEL€ L)L |

where k is a radio ID, | a link associated withicakl, L(k) the
set of directed links within and across radio kansmission

3.3.2 QoS-Satisfiability Evaluation From a set of feasible (gnge.

plans

F, ARS now needs to identify QoS- satisfying
210
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» Avoiding cascaded link failuress ARS needs to check
whether neighboring links are affected by locarmudes (i.e.,
cascaded link failures). To identify such adverect from a
plan, ARS also estimates the QoS-satisfiability lafks one 1. Public safety, environment monitoring and city-wide
hop away from member nodes whose links’ capacity lsa wireless Internet services.

affected by the plan. If one-hop-away links stikket the QoS 2. Avoid propagation of QoS failures to neighboringkk(or
requirement, the effects of the changes do not qgate ‘ripple effects’).

thanks to spatial reuse of channels. Otherwise effexts of

3.5 Advantages of proposed system:

local changes will propagate, causing cascadedfgib®es. 4. PERFORMANCE EVALUATION:
3.3.3 Choosing the best planARS now has a set of
reconfiguration plans that are QoS-satisfiable, ardds to Implementation of  Au-tonomous network

choose a plan within the set for a local networkawe evenly Reconfiguration System (ARS) that allowsa multi-radio
distributed link capacity. to support fair sharetointhe WMN (mr-WMN) in the real world is quite hard.Hendie
planning, ARS needs to address the following chaks. preferred alternative is to use some simulatiotmsok which
* Quantifying the fairness of a plan: ARS defines and uses a can mimic real-life scenarios. Though it is difficuto
benefit function B(p) that quantifies the improvameof reproduce all the real life factors, most of tharctteristics
channel utilization that the reconfiguration plannmakes. can be programmed into the scenario.

Specifically, the benefit function is defined as

B(p)zi_z n_ Bk, 4.1 Methodology

; T , i The network in ARS(mr-WMN) runs routing
wherep(k) is the relative improvement in the air-time geaf .
radio k, and n the number of radios whei¢e) has changed protocols such as WCETT or ETX to determine theh pd

from the plan. Here(k) is considered as a fairness index onf[he admitted flows. This routing protocol is alsssamed to

the usage of channel air-time, and it is definetbbsws: include route d|_s<;overy and recovery algorl_thm t#an be
used for maintaining alternative paths even ingresence of

e1(k) — e2(k)  if el(k),e2(k) > 6 link failures,it is best to use identical simulation environments

e20k) — e1(k) if el(k),e2(k) < & for their performance evaluation.
Bk) =1 e1(k) + €2(k) — 26 if €1(k) > & > €2(k)
k25 — €l(k) — €2(k) if €2(k) > 6 > €l(k)

whereel(k) ande2(k) are estimate@BARs of a radio k in

existing configurations and in new configurations,
respectively, and the desired channel utilization. ~- 2§ -
* Breaking a tie among multiple plans: ARS needs A — "@ ]
to break a tie among them. ARS uses the numbeinkf | Fig5: ARS hardware prototype, ARS software is timstalled in Soekris
changes that each plan requires to break a tiboﬂ(y:h link wireless routers and evaluated extensively in auitimadio WMN testbed.

configuration changes incur a small amount of fitisruption ) . ] o

4.1.1 Simulation Environment:

configuration, the less network disruption. our testbed

L5 - ; = A5
3.4 Complexity of ARS: R D e
ARS incurs reasonable bandwidth and computationhees. — e
First, the network monitoring part in the reconfigtion i TS T S——r
protocols is made highly efficient by exploitingiging data T e e : Tl
traffic and consumes less than 12 Kbps probing waitt =) Scenafios forsdiverse QoS neanesrs
(i.e., 1 packet per second) for each radio. Fingt group
formation requires only O(n) message overheaddiiming a _, Tavle-1: 5—o0.5 . .
spanning tree), where n is the number of nodeséngtoup. T TR B e e T A rart B m T
Second, the computational overhead in ARS maingmst ciabE o|0.5[3.5[0.5[20][10][3.0]30]75[05[15
from the planning algorithms. Specifically, genergt its : _ Tablea: 5=0a4 _
possible link plans incurs O(n+m) complexity, wherés the e e I T B P e S S
number of available channels and m the number diosa capseiriib |0 5[5 5[o.s[ss[1.0]s.0]os[1.5]05]1 s
Finally , a gateway node needs to generate anduaeal (® QoS benefits from reconfigurations

feasible plans, which incurs search overhead immsteaint ~ Fi9: 6- Satisfying varying QoS constraints: (a) shows requests with different
. . QoS requirements. Next, (b) shows improved (or gedjhnetwork capability

graph that consists of O(I(n+m)) nodes, wherethesnumber iy yefore and (ii) after reconfiguration

of links that use a faulty channel in the group.
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Ns-2 is used in our simulation studyrhroughout the
simulation, we use a grid topology with 25 nodesarinarea o
1Kmx1Km, as shown in Fig. 4(a). In the topologyjaaént
nodes are separated by 180m and each node is eduipih a
different number of radios, depending on its pragmnto &
gateway. For each node in the topology, we usdall@ving
network protocol stacks. First, the shadowing pgapian
model [39] is used to simulate varying channel igqyadnd
multi-path effects. Second , CMU 802.11 wireless extenisi
used for the MA protocol with a fixed data rate (i.e.,
Mbps) and is further modified to support multipkedios anc
multiple channels.

Finally, a linkstate routing protocol, a modification of DSD
and multi-radio-aware routing metric( WCETT) are
implemented and used for routinjhere are several settin
to emulate reahetwork activities. First, to generate use
traffic, multiple UDP flows between a gateway aaddomly-

chosen mesh nodes are introduced. Each flow rurs0@
Kbps with a packet size of 1000 tbg. Second, to cree
network failures, uniformhydistributed channel faults a
injected at a random time point. Randorr-error is used to
emulate channeklated link failures and lasts for a giv
failure period. Finally, all experiments are runr f3000
seconds, and the results of 10 runs are averagésks
specified otherwise.

4.2Module Descriptions:

1. Multi-radio WMN: A network is assumed to consist
mesh nodes, |IEEE 802.hhksed wireless links, and o
control gateway. Each mesh node is epaib withn radios,
and each radio’s channel and link assignments ratially

made by using global channel/link assignment alori.

2. Link-Failure Detection:ARS in every mesh node monitc
the quality of its outgoing wireless links at evém (e.g., 10
sec) and reports the results to a gateway via aageamen
message. Second, once it detects a link failur&@p in the
detector node(s) triggers the formation of a granmng loca
mesh routers that use a faulty channel, and ortbeofyroug
members is elected as a leader and coordinating

reconfiguration.

3. Leader Node: e leader node sends a planr-request
message to a gateway. If any link is failure grongmbers
send request to the particular leader after thatdghder nod
send request to the gateway.

4. Network Planner: It generates reconfiguration plans o
in a gateway node. Network planner plans the dityepath
for avoiding the faulty links. Then, the gatewayalyronizes
the planning requestsif-there are multiples reque—and
generates a reconfiguration plan for the requestrtR, the
gateway sends a reconfiguration plan to the leadee anc
the group members. Finally, all nodes in the grexgcute the
corresponding configuration changes, if any, arsblk@ the

group.
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The following image shows the ARS(-WMN) environment
with the model design:

Image. ARS(mMWSN)model design in -2
5.RESULTS AND ANALYSIS:
Evaluation Results:

1) Effectiveness of QoS-aware planning:We measured the
effectiveness of ARS in meeting the varying ¢
requirements in a MWMN. We initially assign symmetri
link capacity as shown in the channel assignmenhefgrid
topology (fig 6(a)). Then, while changing the Qashstraints
in gray areasit different times (i.eT1, ..., T5), we evaluate
the improvement of available capacity that ARS ganerate
via reconfiguration. the tables of Fig. 6(b), ARSanfigures «
wireless mesh network to meet different QoS requénets.
Before each recdiguration, the gray areas can only acce|
to 9 UDP flows. On the other hand, after reconfigion, the
network in the areas can admit 4 to 15 additioraivs,
improving the average network capacity of the gaagas by
3.5 times.

2) Importance of the benefit function: the impact of the benefit
function on the ARS'’s planning algorithm. We conigacthe
same experiment as the previous one with diffevahtes o015
in the benefit function. As shown in Fig. 6(b), @t value
(0.8) of 5 allows ARS to kee local channel-efficiency high.
By contrast, a low value (0.4) can deliver more ilatde
bandwidth (on average, 1.2 Mbps) than when the haghe is
used, since ARS tries to reserve n

capacity.

3) Impact of the reconfiguration range:

#
7
N
v

== Capacity
= e e

change

N

| | | |
b b
Gain per change (Mops)

Availale capacity (Mbps)

s]

1 EY 1

2 =
The hop counts (k)

Fig.7. The impat of reconfiguration ran:

The hop length can help ARS search for reconfigomatlans.
However, the benefit from the increased length risalg
whereas the number of total changes for the regordtion
adversely increase8s shown in the figure, AF can improve
the available links’ capacity by increasing theorgiguration
range. However, its improvement becomes marginatha:
range increases. In other words, the improvemeggssntially
bounded by the total capacity of physical radiagttermdae,
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because reconfiguration plans with a larger ramgeaequirec
to incur more changes in network settings, the hédtth gain
per change significantly degrades . We also obsdethe
similar results in other reconfiguration requesT2,73,T4),

= =[x |
Owerall Throughput

L u o - 1ot scox ]
I mages .show the overall increase in throughput performance

& decreasein delay of proposed system

6. CONCLUSION:

This paper presented an  Autonomous netv
Reconfiguration System (ARS) that enables - WMN to
autonomously recover from wireless link failures. ARS
effectively identifies reconfiguration plans thatatisfy
applications’ QoS constraints, admitting teptwo times mort

flows than static assignment, through (-aware planning.

Next, ARS’s online reconfigurability allows for re-time
failure detection and network reconfiguration, thugroving
channelefficiency by 92%. The effectiveness of ARS
recovering from local linKailures and in satisfyin
applications’ diverse QoS demands are implememtedniux-
based implementation amd-2-based simulatio

7. FUTURE WORK:

Joint optimization with flow assignment and routing: Use of
ARS in |IEEE 802.11b/g WMNSs: ARS is mainly evaluated i
IEEE 802.11a networks, where 13 orthogonal chanaed
available. However, ARS can also be effective inetwork
with a small number of orthogonal channels (e.gn BEEEE
802.11b/g). Because ARS includes ak association
primitive, it can learn available channel capaciby
associating with idle interfaces of neighboring esdand i
further limits the range of a reconfiguration groupven
though its design goal is to recover from netwaikufes as
besteffort service, ARS is the first step to solve 1
optimization problem.
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