International Journal of Ethics in Engineering & Management Education
Website: www.ijeee.in (ISSN: 2348-4748, Volume 1sdue 5, May2014)

QUERY PERFORMANCE FOR LARGE RDF
GRAPHS USING CLOUD COMPUTING

Anusha P A
Student
PDA College of Engineering, Gulbarga

Anusha.Alandkar.11@gmail.com

Pooja M Bhat
Student
PDA College of Engineering, Gulbarga
Pooja.bhat99@gmail.com

Abstract: Semantic web is an emerging area to augmented
human reasoning. Semantic web technologies are bgin
developed to present data in standardized way. Andne such
standard is the Resource Description Framework (RDF
Semantic web technologies can be utilized to builéfficient and
scalable systems for Cloud Computing. This possessignificant
challenges for the storage and retrieval of RBP graphs.
Current frameworks do not scale for large RDF grapls and as a
result do not address these challenges. In thigaper, we
describe a framework that we built using Hadop to store
and retrieve large numbers of RDF triples byexploiting the
cloud computing paradigm. We describe a scheme tostore
RDF data in Hadoop Distributed File System. To detenine the
jobs, we present an algorithm to generate query pta whose
worst case cost is bounded, based on a greedypmach to
answer a SPARQL Protocol and RDF  Query
Language(SPARQL) query. We use Hadoop's MapReduce
framework to answer the queries
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PROBLEM DEFINITION : At present, there are few
frameworks(e.g. RDF-3X, Jena, BigOWLIM )for Semanti
Web technologies, and these frameworks have limitatfor
large RDF graphs. Therefore, storing a large nunabdRDF
triples and efficiently querying them is a challamg and
important problem. A distributed system can be tbtdl
overcome the scalability and performance problehwuoent
Semantic Web frameworks. Databases are beinghiigd in
order to provide such scalable solutions.

2. RELATED WORK

Researchers and enterprises are using MapReduce
technology for web indexing, searches and datangirin this
section, we will first investigate research relatad
MapReduce. Next, we will discuss works related he t
semantic web.Google uses MapReduce for web indegiig
storage and social networking. Yahoo! uses MapReduc
extensively in their data analysis tasks. IBM kascessfully
experimented with a scale-up scale-out search fraorie
using MapReduce technology. In a recent work, thaye

SemanticWeb technologies are being developed to preserneported how they integrated Hadoop and Systemadbéa

data in standardized way such that such data caetbeved
and understood by both human and machine. Histtyjc
web pages are published in plain html files whick aot
suitable for reasoning. Researchers are developemantic
Web technologies that have been standardized tessiduch
inadequacies. The most prominent standards areuR®Eso

did a similar work by integrating Hadoop with a aiéel
DBMS. Researchers have used MapReduce to scale up
classifiers for mining petabytes of data. They hawoeked on

data distribution and partitioning for data minirapd have
applied three data mining algorithms to test thdgpmance.
Data mining algorithms are being rewritten in diffiet forms

Description Framework (RDF) and SPARQL Protocol ando take advantage of MapReduce technology. In rebees
RDF Query Language (SPARQL). RDF is the standard forewrite well known machine learning algorithms take
storing and representing data and SPARQL is a querydvantage of multicore machines by leveraging MajpiRe
language to retrieve data from an RDF store. Clougrogramming paradigm. Another area where this teldy is

Computing systems can utilize the power of thesma®ic
Web technologies to provide the user with capabitid
efficiently store and retrieve data for data inteas
applications. Semantic web technologies could hredally
useful for maintaining data in the clouden®&ntic web
technologies provide the ability to specify agdery
heterogenous data in a standardized manner.
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successfully being used is simulation. In reseascheported
an interesting idea of combining MapReduce withsgxg
relational database techniques. These works diften our
research in that we use MapReduce for semantic web
technologies. Our focus is on developing a scalablation
for storing RDF data and retrieving them by SPARfieries.
MapReduce technology is becoming increasingly faopin
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the community which handles large amounts of data. the
most promising technology to solve the performaisseies
researchers are facing in Cloud Computing.

The work described in this paper differghe following
ways: first, we have queried 1 billion triples. 8ed, a
storage schema is devised which is tailored to avpruery
execution performance for RDF data. RDF triplest@ed in
files based on the predicate of the triple andtyipe of the
object. Finally, an algorithm is described toedetine a
query processing plan. By using this, the inpusfibf a job
are determined and the order in which they shoaldub.
Jena - is a semantic web framework for Jena. Touds
framework design, it allows integration of multipdelutions
for persistence. However, Jena is limited to aldriptore
schema. Jena have very poor query performanceafge |
datasets. Furthermore, any change to the datasgires
complete recalculation of the inferred triples.

BigOWLIM - is among the fastest and mestlable
semantic web frameworks available. However, it @ Bas
scalable as our framework and requires very higth &nd
costly machines. It requires expensive hardwatet(af main
memory) to load large datasets and it has a loadithg time.
As our experiments show it does not perform welewlhere
is no bound object in a query. However, the peréoroe of
our framework is not affected in such a case.

RDF-3X - is considered the fastest existsemantic
web repository. In other words, it has the fastpsry times.
RDF-3X uses histograms, summary statistics, andryque
optimization to enable high performance semantich we

queries. However, RDF-3X's performance degrades

exponentially for unbound queries, and queries vdtien
simple joins if the selectivity factor is low. Thisecomes
increasingly relevant for inference queries, whgdmerally
require unions of subqueries with unbound objects.

3. PROPOSED METHODOLOGY:

The architecture consists of two congmis. The
upper part of Figure depicts the data preprocessingponent
and the lower part shows the query answering ohereTare
three subcomponents for data generation and pregpsing.
RDF/XML is converted to N-Triples serialization foat using
our N-Triples Converter component. The PS compoteales
the N-Triples data and splits it into predicateedil The
predicate files are then fed into the POS componehith
splits the predicate files into smaller files basadthe type of
objects.The MapReduce framework has three subcomponen
in it. It takes the SPARQL query from the user aadses it to
the Input Selector and Plan Generator. This composelects
the input files, by using our algorithm , decidesvhmany
MapReduce jobs are needed and passes the infomtatibe
Join Executer component which runs the jobs usin
MapReduce framework. . It then relays the queryvangrom
Hadoop to the user.
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3.1 Data Generation and Storage:
For our experiments, the LUBM datasetised. The

LUBM data generator generates data in RDF/XML

serialization format. This format is not suitabler four

purpose because we store data in HDFS as flatdilésso to
retrieve even a single triple we would need to @dhne entire
file. Therefore the data is converted to N-Triplesstore the
data, because with that format we have a complBte ®ple

(Subject, Predicate and Object) in one line oflg fivhich is
very convenient to use with MapReduce jobs. Thegssing
steps to go through to get the data into our iredrfdrmat are
described in following sections.

PRE-PROCESS0OR EDF /XML
[M-triple convertor,
Pradicate split,
Pradicate chjzct split]

DATA

HADOOF
[CLOUD]
Answer
4
USER MAPREDUCE FRAMEWORK
Enput selactor, plan sensmtor,
Join exscutor]
Quary 3
F
QUERY ENCGINE

Figure 3: the proposed architecture

3.2 File Organization

We do not store the data in a single fiezduse, in
Hadoop and MapReduce Framework, a file is the sstallnit
of input to a MapReduce job and, in the absenasaoching, a
file is always read from the disk. If we have aktdata in one
file, the whole file will be input to jobs for eactuery.
Instead, we divide the data into multiple smalléest The
splitting is done in two steps which we discuss tie
following sections.
3.3 Predicate Split (PS):  In the first step, the data is divided
according to the predicates. This division immealiaenables
to cut down the search space for any SPARQL quétgiw
does not have a variable predicate.
3.4 Predicate Object Split (POS): In the next step, the data is
?ivided depending upon the object type. 9 a single file
€ now converted to numerous files that the data can be
retrieved easily.

4. MAPREDUCE FRAMEWORK AND QUERY PLAN
GENERATION:

9 this section, we discuss how to answer SPARQL

queries in our MapReduce framework component. &eetil
discusses the algorithm to select input files fasveering the
query. Section 4.2 represents the query plan gtoera
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Section 4.3 presents our heuristics based
generate a query plan.

4.1 Input Files Selection

1. Query 1

SELECT ?P ?Q ?R WHERE { ?P rdf : course_type.
?Q rdf ;:course_name .

?R rdf :course_stream . }

algorito

Before determining the jobs, we selea fhes that
need to be inputted to the jobs. We have some qessiting
capability which we apply at this step of queryqassing. We
take the query submitted by the user and iterage the triple
patterns.

2. Rewritten Query 1
SELECT ?P ?Q ?R WHERE {
?P rdf : course .}

4.2 Query plan generation

In this section, first we define the query plan gmtion
problem. Then, we will present a heuristic algarmtho
generate an approximate solution to answer theyquer
Running example: We will use the following query as a
running example in this section.

SELECT ?N, ?P, ?Q, ?R WHERE{

?P rdf : course_type.

?Q rdf : course_name.

?R ?N rdf : course_stream.

?P rdf: course_entry ?R.

?P rdf: course_entry ?Q.}

In order to simplify the notations, wél only refer to
the TPs by the variable in that pattern. For examible first
TP (?P rdf : course_type) will be represented amlsi P.
Also, in the simplified version, the whole query wid be
represented as follows: {P,Q,R,PR,PQ}. We shall tise
notation join(PQ,P) to denote a join operation lestthe two
TPs PQ and P on the common variable P.

4.3 Algorithm:

Stepl: Start
Step2: A= Remove non-joining variables
Step3: generation of job plans
while A #0 do
Step4 : Total number of jobs
j=1
Step5: Sort all the variables in A according to
number of joining variables
E={el, ek}
Step6: List of join operations
Job(j)=0
temp= 0
Step7:Elimination of the variables
for i=1 toK do
if Can-Eliminate(Agi)=truethen
temp= temp+ Join(TP(Ag))
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A= A-TP(Ag)

job(j) = job(j)+ join(TP(A.&i))
Step8:end if
Step9:end for
Stepl10: A= A + temp
Stepllj=j+1
Stepl2:end while
Stepl3return join operations
Stepl4:Stop

Description of Algorithm :. The algorithm starts by removing
all the non-joining variables from the query A.dar running
example, A£P,Q,NR,PQ,PR and removing the non-joining
variable N makes @®,Q,R,PQ,PR In the while loop, the
job plan is generated, starting frga(1). In step5, we sort the
variables according to the number of joining Vialéa in the
resultant triple pattern after a complete elimimatof variable.
The sorted variables ar& = {Q,R,P}, since Q, and R have
joining variables= 1, and P have joining variab@sEor each
job, the list of join operations are stored in tfagiablejoby ,.
And a temporary variable temp is used to storerdsaltant
triples of the joins to be performed in the currfii. In the
for loop, each variable is checked to see if théalde can be
completely or partially eliminated. If yes, we ®othe join
result in the temporary variable , update A and thikljoin to
the current job. In our running example, this resuh the
following operations. Iteration 1 of the for loop:

e1(= Q) can be completely eliminated.

Here TP(A,Q) = the triple patterns in A containing@
= {Q,PQ. Join-result(TP(A,Q)) = Join result{Q,PQ)
=resultant triple after the join(Q,PQ) = P. So, pem{P}. A =
A-TP(A,Q)

={P,Q,R,QP,PR-{Q,PQ ={P,R,PR.

Job(1) = {join(Q,PQ}.

5. CASE STUDY 1:
Flow of execution:
design of GUI
creation of database
linking the database and GUI
execution of normal queries
result analysis

agrwdPE

1.The designing of the framework is done using AE.
with Visual C#. Here the case study deals withrselentry
and course search(course type, course name, Celresem,
subject name).The design includes two modules namel
administration (admin) and user. Admin handles re@entry
details and user deals with course search. Thesimghtation
module is as follows
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Registration
Login
User Avdmin
Course Course
Search entry
Count,
RDF graph

Figure 5.1: design of GUI

2. Creation of tables :
register, course_ entry and course_se.
course_entry table

Here we create

tables lib@gin,

For example:

Course_type

Course_name

Course_stream

Subject_name

uG

B.E

EC

HDL

UG

B.E

CSs

OOPS

PG

M.TECH

EC

VLSI

Table 1:Course_entry table

3. Linking database and GUI :effb the code iwritten to
retrieve the data from SQL Server through GUI, gsihe
SQL commands like select, update, delete and i

4. Execution of normal SQL Queryor exampl

Select * from course_entrywhere course_typ¢UG’,
course_name='B.E’, course_stream ='"EC’

So the resultant table is

Course_type Course_name Course_stream Subject_name

UG B.E EC HDL
Table 2: Query result
5. RESULT ANALYSIS:
10
4]
2
o4

=
=
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)
=
o
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)

5.2; Result Analysis
The graph indicated in the above figure are thenabquery
results of case study. Here the count for each yque
determined and the time taken can be shown inridaghg The
result shown is for smaller datasets and extersldase stud
for larger datasets.

Cousa_Name Count
[ouse_Stream_Count
Subject Name count

Figure
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6.CASE STUDY 2

In this case study, an RDF graph is generated
query given by the user. A Graphical User Interfé@éll) is
designed for the below block diagram shown. Firstlger
sends a query which is searched in hac
cluster(cloud)/server then if it is fod , the file is downloaded
and converted to RDF/ Xml format which is passedm8QL
to SPARQL translation and then finally RDF graph is
obtained which display the time taken to answelgiheries
COMMON MASTER

J—‘—J

LOGIN REGISTER

3

LIBRARIAN

ADMIN USER

COURSE
ENTRY

BOOK
ENTRY

COURSE
SEARCH

BOOK
SEARCH

Figure 6.1: design of G|

The RDF/XML format ofthe course entered will be createc
Root Folder. For example,
Input : id=1

coursetype=UG

Durcourse=4

coursename=BE

coursestream=EC

subjectname=VLSI

Output : <NewDataSet>
<Table>
<id>1</id>
<coursetype>UG</coursetype>
<durcourse>4</durcourse>
<coursename>BE</coursename>
<coursestream>EC</coursestream>
<subjectname>VLSI</subjectname>
</Table>
</NewDataSet>
SPARQL Query:
1.SELECT ?: course_type wh
{? rdf: course.}

2. Select:course_stream wh
{? rdf : course.}

3. Select ?:course_stream wt
{? rdf : course.}
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RESULT OF CASE STUDY 2:

N

CoUrsetypecount —

durcoursecount —

COUMSENAmecount —
coursestreamecunt —
subjectnamecount -

Figure 6.2 : result analysis

The RDF graph indicated in theab figure are
the SPARQL query results of case study. Here thatctor
each query is determined and the time taken cashben in
the graph. The result shown is for larger datasets.

7. CONCLUSION

At present, there are few frameworks(e.g. RDF-3ena,
BigOWLIM )for Semantic Web technologies, and these
frameworks have limitations for large RDF graphso T
overcome the performance, we describe a framewbikhais
capable of handling large amount of RDF data. Sitiee
framework is based on Hadoop, which is a distrithusad
highly fault tolerant system, it inherits these twmperties
automatically.

In case of distied system, the time
taken to answer the query using SPARQL is compaaligti
less than that of normal SOL query language. Tlesults
indicate that for very large datasets Hadoop RDpréferable
and more efficient.
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