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Abstract— This paper represent a source-synchronousadaptive
interface  for the  globally ratiochronous, locally
synchronousdesign style, a subset of the globally asynchronous,
locally synchronous (GALS) design style in which the frequencies
of all clocks are not phase-aligned but are constrained to be
rationally related, i.e, they are all submultiple of the same
physical or virtual frequency. The interface can be designed
using only standard cells and guarantees maximal throughput in
addition to an average latency four times lower compared with

state-of-the-art asynchronous first-input, first-output
GAL Sinterfaces.
Index  Terms—Application  specific integrated  circuits,

asynchronous cir cuits, circuits and systems, system-on-a-chip.
I INTRODUCTION

Up to the mid-1990s, the globally synchronous destide
was seen as the best choice for electronic systiesign it is
simple, reliable, and supported by many wellesthield
design tools. Since then, however, technology sgalias
considerably worsened the problems and limitatiosfs
globally synchronous systems, and the VLSI desigiustry
has started looking for alternatives. Accordinghe historical
perspective in this surge of interest in nonsynchus design
styles started happening in the late 1990s, froen250-nm
technology node. Nowadays, most systems includdipteul
clock domains. Several different needs are dritirggresearch
in novel clocking and synchronization methods fomplex
systems-on-chip (SoCs).

1) In terms of engineering effort, silicon and pow# is
expensive to maintain the globally syncshronousirapsion
since the number of clock tree leaves roughly desibbith
every new technology node .

2) The buy and assemble model of building SoCs aking
systems increasingly modular. Hierarchical physiedign is
required to avoid costly timing closure iteratiofts every
small change in any part of the design; such iwmatdrive up
the NRE costs of SoCsand impede and discouraggrdesi
space exploration. Hierarchical physical design dam
guaranteed with a truly latency-insensitive desityte.

3) Variations due to manufacturing and operatingditions
require adaptive synchronization techniques.

4) Power management techniques like per-module rdima
voltage frequency scaling (DVFS) are necessaryutirantee
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low-power operation. Their deployment demands thkityato
safely cross clock domain boundaries between clogksing
at different clock frequencies.

5) The interfaces must have limited overheads andtrhe
easily integrated in the standard EDA design flow.

6) The interfaces must guarantee maximal througapdtlow
latency, to ensure high performances. This is aeily
Important for systems in which latency determifesughput,
such as Networks-on-Chip.Some argue that the ingdust
should move to a fully asynchronous design styléjctv
would have the advantage to completely eliminagetiiming
closure problem. However, there is a lack of esthbl and
reliable asynchronousdesign tools and the syncluon®
libraries accumulated in the past decades would Havbe
completely redesigned if an asynchronous desigle stys
adopted. Although the globally synchronous asswmpis
hard and expensive to maintain across the wholp, chie
synchronous design style is still the best stytenfodule-level
design, because modules have normally only linsted. This
has lead to the recent success of globally nonsgnolus
(GnS) design styles, a series of design stylestéhkat the best
from both the synchronous and the asynchronousdaoflhe
individual modules remain synchronous but theyrat at
their own clock. The different modules communicaténg
special clock-domain-crossing techniques. At modeNel, a
synchronous design style is used, so that the raddukl
Design flow can be based on the standard and st&ibkshed
synchronous design flow. At chip-level, no globallanced
clock tree is present, and so global timing closigreot a
problem. There are two main flavors of globally
nonsynchronous design styles: the mesochronougrdssjle
and the globally asynchronous, locally synchron@BaLS)
design style. In a mesochronous system, the diffaredules
all run at the same frequency, but there is noajlblalanced
clock tree, i.e., the clocks of the different mastulare not
aligned in phase. Adaptive, latency-insensitive l@atency
and maximal-throughput interfaces for mesochrongaiems
can be designed; thus, the mesochronous desigeisstykll
suited for high-performance systems, supports adapt
hierarchical physical design but does not suppMES®. In a
GALS system, the clocks are generated locally ame t
modules can run at different frequencies. Compavitd the
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mesochronous design style, GALS supy DVFS. On the
other hand, latencinsensitive, adaptive communicati
interfaces for GALS systems are more complex
communication interfaces for mesochronous systeams]
introduce a much higher performance overhead whs
acceptable only for some applications.
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Fig. 1. GALS, mesochronous, and GRLS conceptugrdias. CCGU
central clock generation unit. LCGU: local clockhgeation unii

In general, both mesochronoaisd GALS design styles ha
advantages and disadvantages with regards to tbds nef
presentday SoCs, and most complex systems nowa
contain elements taken from bote propose a no\

GnS design style called the GRL®hich is intermediat
between the two appaches. As for GALS, the clot
frequencies of the different mokks are not necessarily eqt
However, compared with A S, they are constrained to
rationally related, i.e., they are all submtue of a physical or
virtual frequencyfH. Thus GRLS supports quantized DVF
Conceptual block diagramef the three design styles ¢
shown in Fig. 1. This paper aims at prayithat, for a certai
class of systems, the GRLS desigglestis better than th
GALS and the mesochronous desigplest in satisfying th
needs of present-day SoCs. The ntapic of this paper is th
GRLS interface, for a DVFS efficiepanalysis of GRLS w
refer the reader to. The main contributiohthe paper is to
show how the periodic propertied ratiochronoussystems
allow the definition of adaptive, standi-cells-only and
maximal performanceinterfacesvireg a low area overhea
wheredata is transferred at the rate of one data itentlock
cycle of the slowest of the twcommunication units. Tt
GRLS interface is source-synchronpis., a synchronizatic
signal traveling from the transmitter to the reegigncode
Transmitter clock information. GRLS interfaces wer
presented in however; the interfaceegented in this paper
based on a new concept, i.e., it usesmgls clock at the
receiver endf the channel and inserts a se delay line on
the strobe pathnstead of two delay lines on the recei
clock. Comparedwith the interface prese in, the area
overhead and complexity of the system m@uced while the
tolerance to no idealities is increasedsdA this paper preser
formal proofs for the mperties of the GRLS interfacThe
main advantages of theRES interface can be summarizas
follows.

1) Globally nonsynchronous design
hierarchical physical design.

2) Based on a continuous learning phase, the ateri

style sturting
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Adaptiveand can cope with no idealities such as clockrit
and propagation delay misalignme

3) Unlike mesochronous interfaces, GRLS interfezggpor
quantized pemodule DVFS. Quantization has only a limii
impact on DVFS efficiency compared with GA|

4) Low area overhead comparable with GALS
mesochronous interfaces; except for a delay lime jnterface
is a synthesizable RTL design. The delae is fully digital
but is designed at gate level using standard

5) The interface guarantees maximal throughputher

a much lower latency overhead compared with G,
interfaces. Latency figures are essentially theesasifo

the fastestmesochronous interfaces that can be fou
Literature.

The main limitation of the GRLS design style isttlitais a
viable solution only when the least common mult
fHbetween the clock frequencies of the transmitted
theReceiver is below a certaupper bound, which can be
calculated as a function of the no idealities @& slystem suc
as clock jitters, propagation delay misalignmeats] so on
For a 90Am technology scenario, an upper boundfH<1
GHz will be calculated in this paper. Thus, CS is viable for
systems communicating at rtively low frequency and/or for
systems in which the ratio of the transmitter amelreceiver
clock frequencies presents sr integers at both the
numeratoand the denominatc

The remainder of the par is organized as follows. Section
II, the GRLS commuication interface is introduceand
analyzed. In Section lll, having completthe presentation of
the GRLS interface, othestate-of-the-art communication
interfaces used in nonsymonous commuication scenarios
are reviewed. In Section 1V, e standard-cells implementation
of the GRLS interface isrpsented. In Sections V and \
respectively, area overhead and robustness ofnteefdc—
two industry needs identified in this sect—are analyzed.
Section VII concludes the alysis of the needs by rigorously
comparing the performances the interface with state-of the
art GALS and mesochnous interfaces. Section V
concludes the paper. In Appdix A, are reported the form
proofs of differentinterface [roperties that are used in this
paper.

II. GRLS INTERFACE

In a GRLS system all local clock frequencies aresulbiple
of a physical or virtual frequencfHand are all rationally-
related. TheGRLS interface is the componeiallowing
different GRS modules to communicate togetl

A. Communication Problem Formulation and Notation

The GRLS communication problemnsists in interfacing a
synchronous transmitter molé with a synchronous receiv
module. The two units are clocked, respectively,thtwo
clocks clkTand clk R, running, respectively, at frequenc
fTandfR(the subscript¥ andR indicate the transmitter andthe
receiver, respectively), with
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M(phase)  f=fu/3 fr=fy/5
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Fig. 2.Definition of phase difference in a GRLStsys.

fT=1/TT =Fh/NT ;
fR=/1TR =fH/NR.
Both clocks are submultiple of a virtual or physitaquency
fH=1/TH = NT*fT= NR*fR.
In a multifrequency implementation with global freacies {
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Fig 4 Block Diagram of a GRLS interface

Drastically reduced latency figures are obtainedpiinciple,
it is impossible to use a learning-phase solutmrsdlve the
GALS communication problem, because it is not gaesio
predict when the clock edges of the two clocks taike place.

fH1, fH2, . . .}, fHis a virtual frequency, defined as the leastHowever, the periodic properties of rationally tethsystems

common multiple between the global clock frequesiciee.,
fH= lem ( fH1, fH2, . . .). The definition of skew, or phase
difference, Used formesochronousa system does upgost
clocks running at different frequencies and musektended.
Two additional virtual clocksclkHTand clkHRare defined.
Both clocks run at frequencfH. The edges otlkHTare
synchronous to the edges dkTand the edges aflkHRare
synchronous to the edges dk R, as shown in Fig. 2. The
skew__ betweerclkTandclkRis defined as the skew
betweenlkHTand clkHR.  The unidirectional GRLS
communication problem is then defined as follows: t
synchronize data between th#kTand the clk R clock
domains, running at rationally related frequencwggh an
unknown skew between the clocks. The
communication problem is a subset of
communication problem, wherelkTand clk R are not
constrained to be clocked at rationally relateddiencies; it is
also a superset of the mesochronous communicatiigm,
in whichfT=fR=f.

B. Key Insight

In all GALS interfaces that have so far been pregowhen
the transmitter has a new data item to transmiit;sit informs

the receiver about the upcoming transmission ares dot
begin transmission until the receiver has not bieéormed

and has prepared itself to receive data. This isoluts

necessary to achieve synchronization when no agsmis

made on the two clocks. However, it also carriesnannsic

latency penalty. Mesochronous interfaces suchadased on

a completely different concept compared with GALS

interfaces (see Section Ill). The receiver, knowthgt the

transmitter and receiver clocks run at the samgufacy,

performs a learning phase and understands on wtirioé

instants data can be safely read. When the tratesrhias data
to transmit, it does not need to inform the receiaed instead
outputs data immediately and is sure that the veceill read

it as soonas the data item can be safely sampled.

Np=3 Ng=5
- R: PC=N HTT

cllep, 1] LT LI LTI LT L
PC=N;Tp :

clk R | | | | | | | [ I

Fig 3 Periodicity cycle definition in GRLS system
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allow the design of learning-phase interfaces foRLG
systems. A source-synchronous strobe signal is used
perform the learning phase.

C. Overview

In a GRLS link, the alignment between clock edgesdriodic
with period PC = NRTT = NT TR (see Fig. 3), PC is
periodicity cycle. Because of this property, the LGR
communication problem is inherently simpler thaa (BALS
communication problem. The basic block diagram &RLS
interface is shown in Fig. 4. To synchronize datwieen the
transmitter and the receiver modules, a GRLS tratesnand
a GRLS receiver are introduced between the twosufiibhe

GRLSGRLS transmitters synchronous to the transmitterdute
the GALSwhile the GRLS receiver is synchronous to the nemei

module. Data items originate in the transmitter miedwhich
sends them to the GRLS transmitter usingddte Tlines. The
validT line is set to zero when the transmitter module thas
valid data item to output. Valid data items areestioin a first
input, first-output (FIFO) buffer in the GRLS trangter until
they can be output. The minimal depth of the FIR@fdy
depends on the characteristics of the system (seBo8 II-
D).

The GRLS transmitter outputs data on a subsetsofising
clock edges, called output edges. On no outputedbge data
lines are kept stable. On every output edge, dataiput; if
the GRLS transmitter has nothing to output, it otgpa
dummy data item which is marked as such by idetimgeahe
valid line, an additional data line introduced to distiisip
valid and dummy data items. A regulation algorithatich
knows the values dfiT andNR and is presented in Section II-
D, establishes which edges of the transmitter ckrekoutput
edges. One property of the regulation algorithnthist the
output edges are periodic with period PBIENRTH, i.e., if a
data item is output at timteanother data item is output
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' The Receiver samples on edges 1 and 4 in every PC
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'data I ¥ :
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The Transmitter outputs on edges 0 and 2 in every PC
The Receiver samples on edges 0 and 3 in every PC

Fig. 5. Periodic output and sampling patterns ®RLS interface. (a) Fast
receiver(fR>fT). (b) Fast-transmitterf[>fR)

at timet + PC. If the receiver runs faster than the transmitter,

the GRLS transmitter outputs one data item perkcloele
(the regulation algorithm marks all rising clockged as
output edges). Otherwise, the regulation algoridetects the
output edges so that the GRLS transmitter outpataverage
one data item per receiver cycle. Additionally, tbetput
edges are so that every data item is guaranteegntain
stable on the channel for more than half a recedleck
period. Formal proofs of the regulation algorithmogerties
are given in Appendix A. The GRLS receiver can sandata
on both the positive and negative edges of theiwecelock.
Since data items are guaranteed to remain stablgéhen
channel for more than half a receiver clock cyelegry data
item can in principle be safely sampled at leash gositive or
a negative receiver clock edge (by safely samplednvean
that the data lines do not toggle from a setup tiefre the
clock edge to a hold time after the clock edge). Bi shows
relevant signals fora fast-receiver and a fastsiratier links.
In the fast receiver case, data items reach theS3Rteiver at
a constant rate (one per transmitter cycle); in fast-
transmitter case, they arrive at a variable rabe dlock edges
alignment between transmitter and receiver closkgeiriodic
with period PC; also, data output times are peciodith
period PC due to the periodic nature of the regdat
algorithm. Therefore, the alignment between dataartimes
at the GRLS receiver and receiver clock edgessis jpériodic
with period PC: if the GRLS receiver can safely pla data
item at one time instant it can safely sample agrotlata item
1 PC later, 2 PC later, 3 PC later, etc. In Figa)56s an
example, the receiver can sample data on edges ¥4 an
every periodicity cycle; in Fig. 5(b), it can sampiata on
edges 0 and 3 in every periodicity cycle: these pdisug
patterns allow every data item to be sampled safaly only
once (note that the clock edge on which a peribdmycle is
assumed to start is arbitrary). There may be ma& bne
safe sampling pattern: as an example, in Fig. 5i8),GRLS
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receiver could safelysample data on clock edgesnd &
instead of edges 0 and 3.

NT=3: NR=2 PC
clicy L
data
delayed 4 f v i \
strobe . It—l ¢t +2PC
R r |
-c-_»cR 'I_._I_I_,_I_I_I_I_I_I__I_I_I__| ]
1‘ 2PC
ol

filler clock ticks to !
reach the next |
periodicity cycle |
boundary i

time necessary to
synchronize and
analyze the strobe
samples uptot,

Uthe stlobe sample i
‘obtained ont jis
! different Dompared i
! to the one cbtained |
L an [i—Tn.'f .

total time between strobe sampling and i
data sampling must be a multiple of PC

Flg 6. Sampling mechanism in a GRLS receiver

The GRLS receiver decides on which edges data &zl
sampled using a strobe-based source-synchronousamism,
which is explained in detail in Section II-E. Adlte generated
by the GRLS transmitter toggles between 0 and tyeime a
new data item is output by the unit, as shown i Bi The
strobe line is routed bundled together with theadates, so
that ideally all propagation delays through therote are
identical. Section VI analyzes the impact of pragtamn delay
and other non-idealities on the operation of therface. In
the GRLS receiver, the strobe is delayed for aifra®f clock
cycle and then continuously sampled on all recesleck
edges. The strobe samples are synchronized toetwaver
clock domain using high-latency multistage syncizers and
then analyzed: if the strobe sample obtained on doek
edge, atti, is different compared with the strobe sample
obtained half a cycle earlier, then the GRLS remeteduces
that a new data item could have safely been sanglgdheti.
We show in Section II-E that as long as certainditioms are
satisfied, this conclusion is always correct, ewemen the
strobe sampler encountered metastabilitytiatbue to the
synchronization latency, the analysis of the strehelples
obtained at timetitakes several clock cycles and is not
completed until a time instata >ti. If, when the analysis is
completed, the GRLS receiver determines that adste item
could have been safely sampled at time instiarit samples
data at time instarts= ti+ K PC, i.e., the first time instant
after ta falling an integer number of PC aftér the periodic
properties that we mentioned guarantee that a ragev item
can be safely sampled @® The mechanism is shown in Fig.

6 (K PC = 2 PC). The GRLS receiver sampling mechanism is

applied continuously and we prove in Section llG&ttkhis
guarantees that all data items are safely samplddha data
item is sampled twice. Summarizing, data sampliisg
determined by the analysis of strobe samples cidaseveral
cycles earlier during a learning phase. Data samgpind
learning phase happen continuously and in parake|,at any
time the GRLS receiver is doing in parallel twok&s1)
sampling data based on a learning phase that taclk gome
cycles earlier and 2) performing a new learningsphtéat will
guide data sampling some cycles later. Should tberany
drift in the skew between the transmitter and theeiver
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clocks, the GRLS receiver continuously updatesstmapling
pattern to compensate. This is elaborated late3eantion VI.

GRLS Transmitter
SR - ¥ of- P ——— 'data
> FIFo ! D
w (valide lvalid
Ak} = |
£ o T LA R l
% '§ i LC—TRT toad i
= i ogale | -
® E | et robe
= ! FF | 1=5rel
1 E E :
DA T
' d T
C_'.rf_.-,. 1 1
i |Flegulatc;| !
1 A 1
1 ah 1
: LCT:‘{ '

Fig. 7.GRLS transmitter structure.

The GRLS receiver may need to sample more thandatee
item per clock cycle. In this case, the data itbat tannot be
consumed immediately by the receiver module musttteed
in a FIFO. We prove in Section II-E that a FIFO feufwith
depth 1 is sufficient and never overflows. The d&es are
then passed from the GRLS receiver to the receivadule
using thedata Rlines. If the GRLS receiver contains walid
data item, it desserts tlvalid R additional data line. The main
benefit of the GRLS interface is low latency: aligh the
learning phase takes several cycles to complets, délay
does not impact data latency. When a data itemhesathe
GRLS receiver, the GRLS receiver is already prepace
receive it and samples it on the first availableasoon.

D. GRLS Transmitter
GRLS transmitter is a synchronous block and iskegdcwith

FIFOs are required for synchronization and not datyflow-
control issues (see Section Ill). Relevant signéds a
communication scenario witiR = 3 andNT = 2 are shown in
Fig. 8. Data is output by the FIFOwheend = 1 and held
stable on the channel until the next

Algorithm 1 Regulation Algorithm

1: if Ng < Ny then
send = 1
: else

=10
loop
Wait until the rising edge of elkr.

2
3
4 o= Np
5
{.
g il ¢; = Ng — Ny then

9: send <= 1
101 i1 =& — (Ng — Nt)
11: clse
12: send <= ()
13 Civ1 = c; + Np
14: end if
15: i=i+1
16:  end loop
17: end if
. PC . PC )
eve L L L LT L L L L
datag 1A LB o] X 125 ) ] IE 12
valid, | v L
zend | \ / | A
straobe | | | \ | |
data LA (B [T X 1D IE
valid f ' '

Fig. 8. GRLS transmitter signals.
clock edge in whictsend = 1. The interface utilizes zero wait

the same clocklkTas the transmitter module. The throughputstate FIFOs, i.e., data items bypass the FIFO&fRH-O is

of any data communication link where the transmited the
receiver operate The GRLS transmitter structurghiswn in
Fig. 7. That different frequencies is limited toeodata item
per clock cycle of the slowest of the two units. tife
transmitter module runs faster than the receiveentthe
transmitter module can output data in every clogkle
Otherwise, it cannot output on an average more tmendata
item per receiver clock cycle. ThalidTdata line is used by
the transmitter module to indicate valid data itemwalid
data items are ignored by the GRLS transmitter.thié
transmitter runs faster than the receiver, the stratier
module may output bursts which are absorbed byGR&S
transmitter FIFO (see Fig. 7). The dimensioninghaf buffer

empty andsend = 1. If there is nothing to output wheend =

1, then a dummy data item is output (shown as Xiin 8),
with the additionalalid line set to zero. At the receiver end of
the channel, dummy data items are then discardedhéy
GRLS receiver. Whenever a data item is output, shebe
synchronization signal also toggles.Téemd signal is driven
by the regulator (which is part ofthe transmitterslown in
Fig. 7), realized by Algorithm 1.The algorithm cesponds to
the rate divider algorithmin The regulation algjom is
selected as it satisfiesa series of data-flow ptase listed
below, which arefundamental for the GRLS interface.
Informally, a regulatorbased on algorithm 1 geresat
periodic flow of data witha rate of n{ffiT , fR) introducing as

depends on the ratio between the frequencies amd tfittle data-flow jitteras possible. More formallg,flow of data

characteristics of the transmitter module, i.eg timodule
generating the data items. The need for such bigffeommon
to all multifrequency interfaces and its dimensinicannot
be studied here because it depends on issuesrthabtally
orthogonal to the topics of this paper. If it isokn that the
transmitter module output&lid data items only seldom, the
FIFO is not required. This is a fundamental differe

regulated byalgorithm 1 has the following propextie

1) Average Rate: The number of data itentsoutput in a time
K TR with K integer is alwaysl <K + 1.

2) Periodicity: The regulated flow of data is periodic with
period PC: if a data item is output at time instan@nother
data item is also output at time instartPC= zi+ NRTT .

3) Minimal Instantaneous Rate: The maximal amount of

compared to asynchronous FIFO GALS interfaces, &her
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time between two successive data outpuTVs<( NR/NT)TT  and thestrobedsignals. Based on the minimal instantaneous
4) Maximal Instantaneous Rate: The minimal time between rate data-flow property, the data item was necégsstable
two successive data outputsTim> TR/2 + TH /2. on the channel in the interval.
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dats T >2—edges . 1cel H— ST | TR The
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' /o X : data i i
i P—edges| | synchr | |analysis delay J i | strobe ,..TW,1' : : l,._}
| st robad| "S- N A strobed il o
! "\ .'A" A .l'“ ! B E' !' """"""" !' b 4, """""""
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Fig. 9.GRLS receiver structure. E HE I
+ Strobe - L AT
. ' o | L Wt
E. GRLS Receiver | strobed 0.1 Lo [ —
. . . . e cccmcm e ———- {5 R 11 1 PR
The structure of the GRLS receiver is shown in Big. I 1 | I o N
Thestrobesignal is obtained by delaying thobe signal o Te/24T2 | ' ' ETn«"2+TH i
by a delayTW using a delay I|_neTW|s an arbl_trary delay ' data o e
which corresponds to a fraction Bfl (constraints oTW 't robe i Tt |
necessary for the interface to operate correclygiven later il T
. . . . . | etrobed HEE N 10
in this subsection). Thetrobedsignal is sampled on every -2 7" il Hd .
clock edge (positive and negative) of the recealeck clkR. r o : bl -
Some of the samplers may go metastable, i.e., tmene be id) h FTR2 T2 TR T2
some setup or hold violations, and therefore th@bst R ! -
samples are synchronized using high-latency magest 1 strobe e M i [ ]
synchronizers before being analyzed (which give tior the | strobed i ilio T

metastability to resolve itself), obtaining a seqce of
samples denoted as
s0,s1,82,....,9,.

Fig. 10.Data/strobe transitions and strobe saniplasGRLS receiver.
Possible values of the strobe samples are indicetadthe sampling edges

wheresiis thestrobedvalue sampled at tint&(see Fig. 10).
Because samples are obtained at half-cycle intgiali-1 +
TR/2. Denoting, respectively, asu andho the setup and hold
times of the strobe samplers, if the delayed strugles
betweerti- tsu andti+ tho, the strobe sampler may encounter
metastability and, with a worst-case analysistabilizes to a As long as the following two properties hold:
random value. In this case, we say #ista corrupted sample.
The minimal instantaneous rate dataflow propertguess
that, as long a$H/2 >tsu+tho, it is not possible to have two
subsequent corrupted samples, i.esi# corrupted, thesi—1
cannot be corrupted and vice-versa. Because opthigerty,

if the GRLS receiver observes = si-1, it can conclude that
the strobedsignal transitioned between the time instdnt$ —
tsu=ti- TR/2 - tsu andti+ tho, as in Figs. 10(b)s-1 is
corrupted), 10(c)<robed toggled betweeti-1 + tho andti—

T T
i —Tw 4ot i1 + -+ - Tw — f-;u)

T
= (r.- —Tw 4ttt + - — Ty — a'su) :

TH
— {foy + ho)

=

TH: = lgn + thoo Tw -

The data item could potentially have been safetydad by
the GRLS receiver at time instantbecause it was stable
during the metastability window of the sampler,, iteetween
ti— tsu andi+ tho.
Summarizing, ifsi_=si—1 is observed by the GRLS receiver,
tsu), and 10(d)d(is corrupted). In fact, if thetrobedsignal did  then the GRLS receiver concludes that a new data iould
not toggle betweeti-1 —tsu andi+ tho, then none of the two potentially have been safely sampled at titi{€ig. 10(a)
strobe samples—1 andsiis corrupted and the two samples aredemonstrates that §= si-1 data cannot necessarily be safely
necessarily equal [see Fig. 10(a)]silf=si-1 is observed by sampled orti]. The analysis to reach this conclusion takes
the GRLS receiver, then the GRLS receiver can colecthat  time, because it is necessary for the GRLS recetoer
the strobedsignal transitioned between time instatitd —tsu  synchronize thetrobedsamples using high-latency multistage
andti+ tho. It can therefore conclude that tsleobe signal  synchronizers beforeanalyzing them. When the aisalis
transitioned betweentime instartis1l -TW —tsu andti-TW  complete, time instarithas passed and the information would
+tho, and that a dataitem arrived at the same time. Whe useless if this was ageneric GALS communica@mario.
remember here thaiw denotes the delay between #iebe  However, the periodicity data-flow property comlaneith
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the periodic properties of rationally related systeensure that
the alignment between the receiver clock edges dad
arrival time at the receiver end of the channglégodic with
period PC =NT NRTH (the least common multiple between
the clock frequencies of the transmitter and thoeiresr), i.e.,
if a new data item could potentially have beenlgagampled
at timeti, a new data item can be safely sampled at timé
PC =ti+2]J NT , whereJ is an arbitrary integer value. In
particular, it is guaranteed that a data item hellstable on the
channel in the interval

T

,.,H —Tw — Fsu) .

(!.-'+:J.'v';r — Tw + tho; tiv2any +

The GRLS receiver takes advantage of this, i.at,dbserves
s_=4g-1, it samples data at tintet K PC, whereK is the
smallest integer guaranteeitig K PC> ta, with ta being the
time at which the analysis of the strobe sampldaionéd until
time tiis completed. Since the strobe synchronizers amema
up by a cascade dfSflip flops, thenta = ti+ NSTR and

c[5]-[]

PC Nr

This solution ensures that the data item is sampiethe first
available occasion after thatrobedsamples analysis is
completed. Thus, the strobe analysis stage perfoams
continuous, adaptive learning phase. Although dosbhge
synchronizers are normally very safe to raise m&are
between failures (MTBF), the numb®&S of stages in the
multistage synchronizers can be raised. Unlike @symous
FIFOs, the number of synchronization stages affibetdength
of the learning phase but does not affect datandgteThe
GRLS interface operation is shown in Fig. 11(a) émd(the
valid signal is omitted to keep the figure simple).Fid.(d)
shows a scenario where no metastability ariseseveaimpling
the strobedsignal. Data is sampled PC = 2 PC = &R after
all the time instants in which was obtainedtieobedsample
that was different compared with the sample obthihalf a
cycle earlier. As long asTH/2 >tsu+ tho, the minimal
instantaneous rate data-flow property ensuresethetty strobe
transition is detected (every time tieobedsignal toggles, the
new value remains stable on the channel suffigielothg to
be sampled in a metastability-free fashion at least). Thus,
the mechanism guarantees that all data items anpled and
that no data item is sampled twice. Fig. 11(b) shavsimilar
scenario, but thetrobedsample obtained on clock edBas
corrupted becausesirobedtransition close to that clock edge
violates the metastability window of therobedsampler.
Depending on how thestrobedsample stabilizes, data
sampling can happen on clock edder on clock edge
B.Which one is selected is irrelevant because bialsafe for
data sampling. The alignment betwedata, strobe, strobed,
and clk R is identical around clock edgeRand A. Since
strobedviolated the  metastability window of the
strobedsampler on clock edgeR, it violates also the
metastability window of thetrobedsampler on clock edga.
This means that thdata lines, whose transitions happen a
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timeTWbefore strobedtransitions, cannot violate the
metastabilitywindow of the data sampler on clochged\ as
long asTW >tsu+ tho. Similarly, since it is guaranteed that
two data transitions cannot happen closer thaf2 + TH/2,
the data lines are guaranteed to remain stablé afteér the
end of the metastability window of the data samplerclock
edgeB as long agW < TH /2 - (tsu+tho), and clock edg8

is also safe for data sampling. As Fig. 11(a) shoivss
possible that the GRLS receiver needs to sample data
items in a single clock cycle, one on the positdge of the
clock and one on the negative edge of the clockh s on
clock edges A and B. In the same time, the receivedule
can only consume a single data item. Bufferinghisrefore
needed to store the additional data item in the &Rdceiver
until it can be consumed. However, the averagedate-flow
property ensures that @ clock cycles of the receiver at most
C + 1 data items can be received. In the same irtettva
receiver module consumé&sdata items. Therefore, a single-
cell FIFO buffer is sufficient to hold the remaigidata item,
and will never overflow.

Il. RELATED WORK

This section reviews the main techniques that aeslio build
GALS and mesochronous interfaces, as well as ttlenigues
that were previously introduced to synchronize dstaween
two rationally related clock domains, to highligdimilarities
and differences compared with the GRLS communioatio
scheme that is illustrated.

A.GALS Interfaces

Pausible-clock techniques require the use of stuppeng
oscillators driven by a MUTEX-based asynchronous
handshake mechanism. Pausible-clock techniquesagesr
infinite MTBF but the clocks might be stopped for a
potentially unbounded amount of time. The technicpepiires
components that are not normally found in standard
technology libraries, which has prevented it froecdming an
established industrial practice, remaining mostnfined to
research and niche applications Clock-gating teples are an
evolution of passible-clock interfaces that empdogtandard-
cells-only clock-gating mechanism implemented as
asynchronous state machine to stop an externak cloarce
when communication takes place. Clocks cannot bppsd
for more than an arbitrary number of cycles; MTEFniot
infinite but is typically very high Both Passiblésck and
clock-gating interfaces require that the clock ofwhole
module is stopped when communication takes placangrof
its ports, which can introduce heavy performanaeafies.

For both interfaces, no more than one data item loa
transmitted per two handshake round-trips, whiatitéi both
latency and throughput. For example, if a chanasld 500ps
propagation delay, even with perfect control no enian one
data item can be transmitted every 2 ns. Referanedyzed
and compared several different synchronization pashfor
GALS systems and proposed local delay latchingchrique
that inserted latches on input/output ports to vallo
communication to safely take place between two lated

an
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clock domains. The technique requireMUTEXes to gatee
the latch control signals and is shown to work wetllen the
clock period is relatively slow compared with thepagation
delays of the technology. It also employs handsha&e the
performances are also limited by the round-trip agel
Asynchronous FIFOs have become the standard solfio
clock-domain crossing in GALS systems as they arsle
compatible with today’s application-specific intatgd circuit
design flow. Because of their success, they arentaks a
reference in this paper for comparison with GRLS\liké

passible-clock and clock-gating interfaces, theyn cae

analysis is the only feasible approach and thisare$h cannot
be applied to solve theGRLS communication problem.

One interface that targets specifically the GRLS
communication problem isin this paper, the STARbra@ach
is generalized by reducing the size of the FIFQatsingle
handshaking stage realized with a latch. Three héstc
areintroduced on the data path: the first is cdieoby the
transmitter clock, the last by the receiver clook ¢he central
becomes transparent only at specific time instamta/hich
data can safely cross the clock domain boundarytrGiting
the central latch is the main challenge of thisrapph, and

designed at RTL and synthesized. They are intgrnallthe solution proposed by the authors relies on dexnp

synchronized ,i.e., they contain a cascade of tegisto
synchronize the Grey write pointer to the receiwtwck
domain. The internal synchronization mechanism rdgtees
the latency of the interface.

B. Mesochronous I nterfaces

The most widely used mesochronous interfaces aredoan
the STARI approach and use self-timed FIFOs whioh
initialized to be half-full. In one clock cycle, éhtransmitter
writes one data item and the receiver reads andther,
avoiding overflows and underflows. Four-elements®4 are
normally used. When initialized properly, overfloand
underflow never occur because the clock frequenaies
matched. STARI solutions can tolerate a high jittetween
the clocks but introduce a two-cycle latency. Laagrphase
mesochronous solutions such as STSS and SKIL téwget
latency communication scenarios. A clock edge (p@sior
negative) is selected during a learning phase, datd is
always sampled on that edge (at least one of théswlways
guaranteed to be safe for data sampling becauseltio&
frequencies are perfectly matched). The learningsphcan
happen only once upon reset or continuously dusprgyation.
Learning-phase interfaces guarantee low latency andthe
most direct source of inspiration for the GRLS ifaee.

a

C.Ratiochronous Interface

There have been previous attempts at
communication interfaces specifically tailored f@tionally
related frequencies by building on the propertiesatonally
related systems analyzed in Sections Il and Il

The earliest attempt is the rational clocking ifgee in which
assumes no phase difference between the clockesasdonly
the positive edge of the receiver clock for datam@ing. To
guarantee maximal throughput, the receiver altembetween
two separate registers sets, which leads to a™lalgorithm
and no optimal latency. The rational clocking ifdee cannot
solve the GRLS communication problem because itireg a
known skew among the clocks. In a protocol-awaremédism
is introduced to calculate in which cycles synclization
failures can arise, improving latency and overhiigures for
the rational clocking interface. However, the ifaee in
suffers from the same limitations of the ration#bcking
approach. Also, when the phase difference betwden t
transmitter and the receiver clocks is unknown,caistvcase
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transistor-level design, which makes it an unliketyution for
commercial applications. This solution is based totally
different concepts compared to ours but obtains ghme
latency figures, albeit with higher design-flow qolexity
because of the nonstandard components.

The work in is a fully digital solution that esties the phase
difference between data arrival time and receiVeckcedges
using a phase estimator block, in which the phé#éereince is
expressed as a fractional number and is continyayxiated
based on the knowledge about the clock frequenaies
analysis of the incoming flow of data items. As BRLS, a
learning phase is used, i.e., the phase differenestimated in
advance and used later to determine if data sHmeilsmpled
using the rising or the falling edge of the receiwtock.
However, the phase estimation block is more complex
compared with the one of the GRLS interface asqtiires the
ability to perform arithmetic operations.

IV.IMPLEMENTATION

The detailed standard-cells implementation of
completeGRLS interface is shown in Fig. 12. Sawve tfe
delay line, the GRLS interface is a synthesizablé Hesign.
The delay line can also be realized using a casaHde
standard-cell buffers. The implementation of the LSR
transmitter is straightforward. Dateglid and strobe lines are
routed together.

a

designingy the GRLS receiver, a delay line is inserted e $trobe

path and two flip-flops, one positive- and one niagaedge-
triggered, are used to sample the delayed strobgncously.
The strobe samples are synchronized using cascdd#p-
flops and then compared with the sample arrived dalycle
earlier using a couple of XOR gates. A programmable
cascaded delay line made by a cascade of flip-ffoffaws.
The selector value is determinedkdST — NS -1 whereNS is

the number of synchronization stages & chosen as the
smallest integer guaranteeik®T — NS-1> 0. The delay line
ensures that the time interval between samplindpeftrobed
signal and data sampling is the smallest possihl#ipte of
PC. The cascaded delay line must contain at lKEBStmax-

NS - 1, with NTmax being the maximal valudT can take.
The spand snsignals generated in the strobe analysis stage of
the GRLS receiver drive data sampling, i.e., dataampled
only when the strobe analysis stage has determihmedit is
useful and safe to do so.
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This solution ensures that metastability neveemnthe data caseno idealities. We consider the following noalities

path and remains confined to the strobe analyaigesbf the parameters.

GRLS receiver, where high latency synchronizersuens 1) The arrival time of each data and strobe lindh&oGRL
high MTBF. receiver is subject to a maximal jitt&F compared tothe ideal
No synchronizers are inserted on the data patltchadmsures case. The jitter takes into account the jitteref ttansmitter
that the number of strobe synchronization stad& is  clock and the jitter added during thepropagatioough the
independent compared with data latencypt O (sn=0) on a  channel.

positive (negative) clock edge, thanp (vnz) is cleared, 2) The time in which the receiver clock edges odsur
otherwise the value of thalid signal is stored irv p (vnz) subject to a maximal jittelR.

and the value of the data signal is storeddjdnz). The 3) The maximal misalignment between the propagdetay
dnzand vnzsignals are synchronized to the receiver clockof a data line and the strobe line is MIS.

domain.v p (vn) indicates that &alid data item is just sampled The GRLS interface builds on the assumption thagma

on the positive (negative) edge of the clock. Tlsaegister  strobe transition is detected at tithethen the data lines are
acts as a one-cell FIFO to absorb the bursts ofdatgpled on  stable between (1)
two consecutive edges. When two data items arean@t in Ty
the registerglpanddn (v p = vn= 1), the oldestdn) is output (r,: 12knr — Tw + ol g2k wr — ; h-u) .
and the newest is saved in ttieregister.vsis set to one when -

thedsregister contains w@alid data item. When onealid data
item is contained in thds register ys= 1) and onevalid data
item is contained

In presence of nonidealities, the window over whidh
guaranteed that the item is stable is reduced to

(tprieny — Tw + T+ Jr + MIS + tho;
V. AREA OVERHEAD AND COMPLEXITY

The GRLS interface is composed of standard cellg Brcept
for one delay line, the rest of the interface cardbsigned ina To guarantee that the interface operates correbgyinterval
high-level language (RTL) and synthesized for anymust notoverlap with the metastability window lo¢ tdata
technology. Thus, the standard design flow neethefVLSI ~ sampler ati+2KNT , i.e., with the intervalli+2KNT

industry is satisfied. Area overhead analysis fuflo —tSu;+i+2KNT +tho_. To guarantee that this happens, the
Excluding the transmitter FIFO (shown in Fig. 1®rh the  following two relations must hold:

analysis (it is required in all multifrequency irfeces and its

size depends on flow-control considerations thitdatside I 1< _

the scope of this paper), the GRLS transmitter @awbiver Twmin ;R + 7+ MIS + fsu + o

require a number of flip-flops equal to_loffgmax) + 4 (W + Twmay = q_ Jp — Jr — MIS — 1oy — tha.

1) + 4 + NS+ 2 (Nmax— NS - I)whereW is the number of L

data lines andNmax the maximaldivision ratio. As the number The two relations, coupled with the impossibilityttuild

of data lines grows, the area overhead of thefattertends to  perfect delay lines, determine the maximum valuetfe least
four flip-flops per data line. The area overhead ofcommon multipldéH= L/TH between the frequencies involved
asynchronous FIFOs as implemented in is hard tdyama in communication. Even if it was possible to crep@fect
because the size of the FIFO depends on both symichtion  delay lines, i.e., if the delay line was built wilAWmin=
and flow-control issues. The FIFO size must be wepoof  TWmax=JR + JT + MIS +tsu+tho, the relations would give
two; eight cells FIFOs are necessary to guarantagimal the following bound fofH:

throughput in worst-case scenarios Mesochronous3$TaRI i 1

STSS interfaces also require 4 flip-flops per diaiz JHmax T(Jg + Jr = MIS + o + 1)

2k + T” Ty — Jdp— Jp —MIS —1y).

VI. ROBUSTNESS . ,
) ) As an example, let us consider a 90-nm implementaif
In Section II, two constraints necessary for the GRterface 3 pasic GRLS system. The data jiti@ris given byJT = JH +

to work were introduced JC + JP = 60 ps, wherdH = 20 ps is the jitter of the global
clock, JC = 20 ps is the jitter introduced by the LCGU of the
Ty transmitter, andJP = 20 ps is the jitter of the propagation
Ty =ty +thoi Tw < — — (fsu + o) - delay through the channel caused by crosstalk. rébeiver
. - o clock jitter JR is given byJR = JH+JC = 40 ps. Let us
The constraints are meant for an ideal scenaricgafity, in consider also a misalignment between the data taoldeslines
addition to the setup and hold time, the synchiation MIS = 50 ps, and let us considisu+tho= 40 ps. WithfH= 1
interface will have to cope with jitters, propagatidelay GHz, the value off W is constrained to be between 190 and
misalignments between data and strobe, and thatmite 310 ps, which is easily manufacturable. As long adis
variation over time of these no idealities. The GRhterface  parameters are within the given range, it is folyngroven
is capable of coping with these nonidealitieiis under a that the interface operates correctly.

certain bound, which can be calculated based owtist-
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We point out that it is in practice hard to deterenvalues for
MIS and that the jitter values that should be usee the
maximal jitters between clock cycles that fall at iaterval
KPC from each other (the jitter introduced betwdentime in
which the strobe transition takes place and the timwhich
the data is sampled).With small valued\dfandNR, PC is in
the order of around 1-10 receiver/transmitter cyeled jitter
values might be consistent with short-term jittedues, but
with higher values ofNT and NR long-term jitter values
should be considered. This introduces a limitattonthe
maximal value oNT andNR.

VII. LATENCY ANALYSIS

In a globally nonsynchronous interface, as opposeda
synchronous interface, the performances are netrmétistic
and depend on the skew among the clocks. Therefas,
case, average-case, and worst case latenciesl cendadfined.
Latency can be measured in terms of receiver claltes,
and is measured in absence of contention, i.e.nwhéuffers
are empty and a single data item travels fromrdngsmitter to
the receiver. We compare the latency of a GRLSrfate
with that of asynchronous FIFO GALS and learningsgh
mesochronous interfaces. For all three interfavesassume
tsu_tho_ 0 and a null channel propagation delay to niake
discussion more general. This does not make théysima
biased because the channel propagation delay, lhasvthe
setup and hold times, have the same impact onhadlet
interfaces.The best-case, average-case, and wase
latencies ofasynchronous FIFO GALS interfaces arengby

LAF,BC= Z2TR; LAF,AC = 25TR; LAF,WC = 3TR.

The fastest learning-phase mesochronous interfageh,
as, introduce a latency of

Lipmpec = 04Tk
Lipmac = 05T + Tk
Lipmwe = T + Tk

The parameterTK is a fraction of the clock cycle,
whichdepends on the type of interface. It can beasea

tradeoff between tolerance to nonidealities andeniey.

Tolerance to nonidealities of a mesochronous iaterfwith a
given TKis equal to that of a GRLS interface operatinghia t
same conditions witif'W = TK . The latency of a GRLS
interface can be broken down into different compdse

LGRLS =LT+LS+LR

where LT is the transmitter latency (determined by the

regulation algorithm), i.e., the time it takes fore data item to
cross the GRLS transmittelrS is the latency introduced by
the skew between the clocks, dridis the latency introduced
by the GRLS receivet.SandLR are as follows

LSBC=0;LSAC = 05TR, LSWC =TR
LR,BC=LRAC=LRWC =TW..
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The best-case transmitter latencyi§BC= 0 because a data
item that is output by the transmitter module whemd = 1 is
output immediately. Based on the minimal instantaiserate
data-flow property, which establishes the maximumet
between two data outputs, the worst case transrtatency is
given by

ave=([32]-)

as this is the maximum time a data item can beklelddn the
GRLS transmitter if the FIFO is empty.T,AC can be
determined by averaging the hypothetical transmittiencies
of data items output by the transmitter moduleviarg single
cycle of a periodicity cycle. By considering thereé
components, the latency of a GRLS interface cacabmilated
as

Lgrrs,pc = Tw

Ty
Loris.ac = Lt ac+ -+ Tw

;""n'rR B
Leris we = (L‘_I—‘ — 1) Tr+Tp+Tw.
The following bounds can be extracted for the ayersase

and worst case latency of a GRLS interface Witth= 0
T
'r

— < Lorus,ac =Tr; Tr = Lorus,we = 2T;.

TWis chosen as a trade-off between latency and robsst

with the most robust value beifiyV = TH/4 and the value
giving best latency but no tolerance to nonidesgitheing

TW= 0. As the impact of W on the latency is small (only
0.25TRin the worst case, whefR = TH), it is recommended
to dimension the delay line witAV =TH /4.

Learning-phase mesochronous interfaces requiradavi
fR=fT=NR = NT . For those situations, the GRLS transmitter
outputs data in every clock cycle and the trangmitttency is
null: the latency of the GRLS interface is identitathat of
the equivalent learning-phase mesochronous inerfath TK

= TW, which has also the same tolerance to nonideslitie
Despite the increased flexibility, the GRLS and awbsonous
interfaces have identical performances. Based endtency
bounds of the GRLS interface, the following boumds be
calculated for a GRLS interface witw = 0.

7
_;LAP..-\E

[ 9

Larwe = LgrLs we = _?ILAF.WC-

1
;L.J.F..u: = LgrLs ac =

-

In Table I, the latencies of GRLS and GALS inteefsare
compared together given all possible combinatidnsToand
NR between 1 and 8. For GRLSW = TH/4 is assumed (the
most robust choice). Comparing the average-casewanmst
case latencies of GRLS across the Table | withaWerage-
case and the worst case latencies of asynchronb@s GALS
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interfaces (respectively.2IR and 3R), the highest latency
improvements are, respectively, . 8% and 6%%, whereas
the lowest latency improvements are, respectivél8% and
36.4%. The average latency improvements over the whole
table are, respectively, B2 and 538%. By switching from

the GALS design style to the GRLS design style,
communication performances can thus be improvesénage
_72%, i.e., communication latency is nearly cutlfactor 4.

VIIl. CONCLUSION

This paper introduced a low-latency communicatiaterface
for multifrequency links, which introduced a muclalar
performance overhead compared with state-of-hedr&sA
interfaces. The interface can be designed at RTemtxfor a
single delay line and hds an overhead of four ffiyps per
data line as for the state-of-the-art mesochrornntesfaces.
Its performances were close to those of the fastest
mesochronous interfaces but it supported nodesingnat
different frequencies (with a ratiochronous cornstja The
GRLS interface had a good tolerance against noliiiéssand
automatically adapted to changes in the skew betwbe
clocks. It gave a 4 average latency improvementr akie
state-of-the-art asynchronous FIFO GALS interfaces.
Unfortunately, our worst case nonidealities analyshowed
that the interface can work well in 90-nm technglafythe
least common multiple between the transmitter ahd t
receiver clock frequencies is at most 1 GHz, wHigtits its
applications to systems running at relatively lowegliencies
and/or in which the ratio between the transmittad ahe
receiver clock frequencies has both a small nuroemtd a
small denominator. For those systems, however,GR&S
interface makes the GRLS design style well suitednieet
current needs of VLSI industry.
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