
 
 

International Journal of Ethics in Engineering & Management Education 
Website: www.ijeee.in (ISSN: 2348-4748, Volume 1, Issue 5, May2014) 

 

57 

 

Incentive Compatible Privacy-Preserving Data  
Analysis 

 
Dr.M.V.Siva Prasad G.Srinivas Rao L.Moulika 
Principal & Professor Associate Professor & HOD of CSE M. Tech Student, CSE 

Anurag Engg College, Kodad, Nalgonda Anurag Engg College, Kodad, Nalgonda Anurag Engg College, Kodad, Nalgonda 
  moulikalingam@gmail.com 

 

Abstract: The competing parties who have private data may 
collaboratively conduct privacy preserving distributed data 
analysis (PPDA) tasks to learn beneficial data models or analysis 
results. For example, different credit card companies may try to 
build better models for credit card fraud detection through 
PPDA tasks. Similarly, competing companies in the same 
industry may try to combine their sales data to build models that 
may predict the future sales. In many of these cases, the 
competing parties have different incentives. Although certain 
PPDA techniques guarantee that nothing other than the final 
analysis result is revealed, it is impossible to verify whether or 
not participating parties are truthful about their private input 
data. In other words, unless proper incentives are set, even 
current PPDA techniques cannot prevent participating parties 
from modifying their private inputs. This raises the question of 
how to design incentive compatible privacy-preserving data 
analysis techniques that motivate participating parties to provide 
truthful input data. In this paper, we first develop key theorems, 
then base on these theorem, we analyze what types of privacy-
preserving data analysis tasks could be conducted in a way that 
telling the truth is the best choice for any participating party. 
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1. INTRODUCTION  
 

Literature survey is the most important step in software 
development process. Before developing the tool it is 
necessary to determine the time factor, economy and 
company strength. Once these things are satisfied, ten 
next steps are to determine which operating system and 
language can be used for developing the tool. Once the 
programmers start building the tool the programmers 
need lot of external support. This support can be 
obtained from senior programmers, from book or from 
websites. Before building the system the above 
consideration r taken into account for developing the 
proposed system. 
 

2. PROPOSED SYSTEM: 
 
In design incentive compatible privacy-preserving data 
analysis techniques that motivate participating parties to 
provide truthful input data. In this paper, we first develop key 
theorems, then base on these theorem, we analyze what types 
of privacy-preserving data analysis tasks could be conducted 

in a way that telling the truth is the best choice for any 
participating party. Secure multi-party computation (SMC) has 
recently emerged as an answer to this problem. Advantages of 
proposed system are Users give their truth full data for 
security system, User Only Knows the answers for security 
questions, Users Knows the Fraud entry, Fraud could be 
detected.   
 

3. SYSTEM STUDY 
 
3.1.  FEASIBILITY STUDY:  The feasibility of the project is 

analyzed in this phase and business proposal is put forth 
with a very general plan for the project and some cost 
estimates. During system analysis the feasibility study of 
the proposed system is to be carried out. This is to ensure 
that the proposed system is not a burden to the company.  
For feasibility analysis, some understanding of the major 
requirements for the system is essential. 
Three key considerations involved in the feasibility 
analysis are  
♦ ECONOMICAL FEASIBILITY 
♦ TECHNICAL FEASIBILITY 
♦ SOCIAL FEASIBILITY 

 
3.2. ECONOMICAL FEASIBILITY: This study is carried out 

to check the economic impact that the system will have 
on the organization. The amount of fund that the 
company can pour into the research and development of 
the system is limited. The expenditures must be justified. 
Thus the developed system as well within the budget and 
this was achieved because most of the technologies used 
are freely available. Only the customized products had to 
be purchased.  

 
3.3. TECHNICAL FEASIBILITY: This study is carried out to 

check the technical feasibility, that is, the technical 
requirements of the system. Any system developed must 
not have a high demand on the available technical 
resources. This will lead to high demands on the available 
technical resources. This will lead to high demands being 
placed on the client. The developed system must have a 
modest requirement, as only minimal or null changes are 
required for implementing this system.    

3.4. SOCIAL FEASIBILITY: The aspect of study is to check 
the level of acceptance of the system by the user. This 
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includes the process of training the user to use the system 
efficiently. The user must not feel threatened by the 
system, instead must accept it as a necessity. The level of 
acceptance by the users solely depends on the methods 
that are employed to educate the user about the system 
and to make him familiar with it. His level of confidence 
must be raised so that he is also able to make some 
constructive criticism, which is welcomed, as he is the 
final user of the system. 

 
4. SYSTEM TESTING 

  
The purpose of testing is to discover errors. Testing is the 
process of trying to discover every conceivable fault or 
weakness in a work product. It provides a way to check the 
functionality of components, sub assemblies, assemblies 
and/or a finished product It is the process of exercising 
software with the intent of ensuring that the Software system 
meets its requirements and user expectations and does not fail 
in an unacceptable manner. There are various types of test. 
Each test type addresses a specific testing requirement. 
 

5. TYPES OF TESTS 
 

5.1. Unit testing: Unit testing involves the design of test cases 
that validate that the internal program logic is functioning 
properly, and that program inputs produce valid outputs. 
All decision branches and internal code flow should be 
validated. It is the testing of individual software units of 
the application .it is done after the completion of an 
individual unit before integration. This is a structural 
testing, that relies on knowledge of its construction and is 
invasive. Unit tests perform basic tests at component level 
and test a specific business process, application, and/or 
system configuration. Unit tests ensure that each unique 
path of a business process performs accurately to the 
documented specifications and contains clearly defined 
inputs and expected results. 

5.2. Integration testing: Integration tests are designed to test 
integrated software components to determine if they 
actually run as one program.  Testing is event driven and 
is more concerned with the basic outcome of screens or 
fields. Integration tests demonstrate that although the 
components were individually satisfaction, as shown by 
successfully unit testing, the combination of components 
is correct and consistent. Integration testing is specifically 
aimed at   exposing the problems that arise from the 
combination of components 

5.3. Functional test:  Functional tests provide systematic 
demonstrations that functions tested are available as 
specified by the business and technical requirements, 
system documentation, and user manuals. 

Functional testing is centered on the following items: 
Valid Input                 :  identified classes of valid input must 
be accepted. 

Invalid Input              : identified classes of invalid input must 
be rejected. 
Functions                    : identified functions must be exercised. 
Output                        : identified classes of application 
outputs must be exercised. 
Systems/Procedures    : interfacing systems or procedures 
must be invoked. 
 
Organization and preparation of functional tests is focused on 
requirements, key functions, or special test cases. In addition, 
systematic coverage pertaining to identify Business process 
flows; data fields, predefined processes, and successive 
processes must be considered for testing. Before functional 
testing is complete, additional tests are identified and the 
effective value of current tests is determined. 
 
5.4. System Test:  System testing ensures that the entire 

integrated software system meets requirements. It tests a 
configuration to ensure known and predictable results. An 
example of system testing is the configuration oriented 
system integration test. System testing is based on process 
descriptions and flows, emphasizing pre-driven process 
links and integration points. 

5.5. White Box Testing:  White Box Testing is a testing in 
which in which the software tester has knowledge of the 
inner workings, structure and language of the software, or 
at least its purpose. It is purpose. It is used to test areas 
that cannot be reached from a black box level. 

5.6. Black Box Testing: Black Box Testing is testing the 
software without any knowledge of the inner workings, 
structure or language of the module being tested. Black 
box tests, as most other kinds of tests, must be written 
from a definitive source document, such as specification 
or requirements document, such as specification or 
requirements document. It is a testing in which the 
software under test is treated, as a black box .you cannot 
“see” into it. The test provides inputs and responds to 
outputs without considering how the software works. 

 
6. SYSTEM DESIGN 

 
Data Flow Diagram: The DFD is also called as bubble chart. 
It is a simple graphical formalism that can be used to represent 
a system in terms of the input data to the system, various 
processing carried out on these data, and the output data is 
generated by the system. 
 
6.1. Data Flow Diagram: 
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6.1.1. (Admin) 
 

AdminLogin

View DataBase Details

Manage Details

View File Details

End Process

Check

Unauthorized User

YES NO

View Security Code Details

View Fraud Entry Details

 
 

6.1.2. (User): 

UserLogin

User Enter

Credit card transaction

Register First

Check
Yes No

EndProcess

Security system

security code
valid means operation

success

Credit card operation
fail;

View Fraud Entry
 Details

 
 
 
 

6.2. Component Diagram: 
6.2.1. Admin: 

 
 

6.2.2. User: 

 
 
6.3. Use case Diagram: 

 
 

Admin

Login

Manage Database View file details Security code details Manage user details View fraud details

User

Login

Security Syetm Answer security question View Security code Operations performed View fraud details

Admin

login

manage database

generate security code

security system

answer security question

view security code details

perform transactions

view transaction details

view fraud entry details

user
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6.4. ACTIVITY DIAGRAM: 
6.4.1. (Admin) 

 
6.4.2. (User) 

 

 

 

6.5. Sequence Diagram: 
 

 
 

 

 
7. CONCLUSION: 

 
Even though privacy-preserving data analysis techniques 
guarantee that nothing other than the final result is disclosed, 
whether or not participating parties provide truthful input data 
cannot be verified. In this paper, we have investigated what 
kinds of PPDA tasks is incentive compatible under the NCC 
model. Based on our findings, there are several important 
PPDA tasks that are incentive driven. As a future work, we 
will investigate incentive issues in other data analysis tasks, 
and extend the proposed theorems under the probabilistic 
NCC model. The PPDA tasks analyzed in the paper can be 
reduced to evaluation of a single function. Now, the question 
is how to analyze whether a PPDA task is in DNCC if it is 
reduced to a set of functions. In other words, is the 
composition of a set of DNCC functions still in DNCC? We 
will formally answer this question in the future. Another 
important direction that we would like to pursue is to create 
more efficient SMC techniques tailored towards implementing 
the data analysis tasks that are in DNCC 
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