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Abstract: The DCT is a loss-less and reversible mathematical
transfor mation that converts a spatial amplitude representation
of data into a spatial frequency representation. The DCT has
been wused in many applications such as filtering,
transmultiplexers, speech coding, image coding (still frame, video
and image stor age), pattern recognition, image enhancement, and
SAR/IR image coding. The DCT is widely used in image
compression applications, especially in lossy image compression.
The energy compaction property of the DCT is well suited for
image compression since, as in most images, the energy is
concentrated in the low to middle frequencies, and the human eye
is more sensitive to the middle frequencies. On the other hand,
the Fast Fourier Transform (FFT) is easy to implement, but does
not provide an adequate compression ratio. Huffman codes are
instantaneous; that is, the receiver knows immediately when a
complete symbol has been received, and does not have to look
further to correctly identify the symbol. I nstantaneous codes are
just those with the prefix property: no code word is a prefix of
another code word. Parallel coding is simplified since the code
bitsfor all pixelsare digoint and independent.
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1. INTRODUCTION

In this paper we implement a lossless image corsfmes
technique where the discrete cosine transform efstgnal is
performed, then calculated a threshold based on

compression ratio required by the user. The comsesis

done by using Huffman coding.

1.1 Digital Image Processing: Digital image processing is an
area characterized by the need for extensive expetal
work to establish the viability of proposed solasao a given
problem. An important characteristic underlying thesign of
image processing systems is the significant le¥éésting &
experimentation that normally is required befomgvarg at an
acceptable solution. This characteristic impliest tine ability
to formulate approaches and quickly prototype odeei
solutions generally plays a major role in redudimg cost and
time required to arrive at a viable system impletagon. An
image may be defined as a two-dimensional funct{ary),
where x and y are spatial coordinates, and th@itude of f
at any pair of coordinates (x,y) is called thetemsity (or)
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gray level of the image at that point. When x, nd &he
amplitude values of “f” are all finite, discrete antities. We
call the image a digital image. The field of DIPfers to
processing digital image by means of digital corapubDigital
image is composed of a finite number of elemenagheof
which has a particular location and value. The elet are
called pixels.

Vision is the most advanced of our sensor, so ind
surprising that image play the single most impdrtare in
human perception. However, unlike humans, who ianged
to the visual band of the EM spectrum, imaging nraeh
cover almost the entire EM spectrum, ranging framma to
radio waves. They can operate also on images gedeby
sources that humans are not accustomed to assgciaith
image. These include ultra sound, electron micnegcand
computer- generated images. Thus, digital imageqasing
encompasses a wide and various fields of applicsti®here
is no general agreement among authors regardingevitmage
processing stops and other related areas, suchmagei
analysis and computer vision, start. Sometimes#ndtion is
made by defining image processing as a disciplmevhich
both the input and output at a process are imageis. is
limiting and somewhat artificial boundary. The afamage
analysis (image understanding) is in between
ocessing and computer vision.

There are no clear-cut boundaries in the continduom
image processing at one end to complete visiomeatother.
However, one useful paradigm is to consider thyges of
computerized processes in this continuum: low-, -méahd
high-level processes. Low-level processes involvienifive
operations such as image processing to reduce, rama&ast
enhancement, and image sharpening. A low- levetqa® is
characterized by the fact that both its inputs aotputs are
images. Mid-level processes on images involve taskh as
segmentation, description of that object to redinmm to a
form suitable for computer processing, and clasasidn of
individual objects. A mid-level process is charaized by the
fact that its inputs generally are images, butoitputs are
attributes extracted from those images; finallyhieig level

processing involves “Making sense” of an ensembfe o

image
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recognized objects, as in image analysis, andeafathend of
the continuum, performing the cognitive functionsrmally

associated with human vision. Digital image promggsas
already defined, is used successfully in a broadeaf areas
of exceptional social and economic value.

2. IMAGE COMPRESSION TECHNIQUES

One of the important aspects of image storagesigfficient
compression. To make this fact clear let's seexample. An
image, 1024 pixel x 1024 pixel x 24 bit, withouthgaression,
would require 3 MB of storage and 7 minutes fonsraission,
utilizing a high speed, 64 Kbit/s, ISDN line. Ifetimage is

e Spline approximation methods (Bilinear
Interpolation/Regularization)
e Fractal coding (texture synthesis, iterated

functions system [IFS], recursive IFS [RIFS])
Efficiency and quality of different lossy
compression techniques

2.1.1 Lossless Coding Techniques: Lossless coding guaranties
that the decompressed image is absolutely identrathe
image before compression. This is an importantirement
for some application domains, e.g. medical imagiwbere
not only high quality is in demand, but unalterechaving is a
legal requirement. Lossless techniques can alsofarséhe

compressed at a 10:1 compression ratio, the storag®mpression of other data types where loss of inéion is

requirement is reduced to 300 KB and the transomstime
drops to under 6 seconds. Seven 1 MB images can
compressed and transferred to a floppy disk intiess than it
takes to send one of the original files, uncomm@ssver an
AppleTalk network.

In a distributed environment large image files ramea major
bottleneck within systems. Compression is an ingdrt
component of the solutions available for creatiitg dizes of
manageable and transmittable dimensions. Increasirg
bandwidth is another method, but the cost sometimakes
this a less attractive solution. Platform portapiliand
performance are important in the selection of

l:r)1ot acceptable, e.g. text documents and progracuédae.

e

Some compression methods can be made more effdnjive
adding a 1D or 2D delta coding to the process affmession.
These deltas make more effectively use of run hengt
encoding, have (statistically) higher maxima in eaddbles
(leading to better results in Huffman and genenatrapy
coding), and build greater equal value areas uskl@rea
coding. Some of these methods can easily be mddifiebe
lossy. Lossy element fits perfectly into 1D/2D riength
search. Also, logarithmic quantization may be itesrto
provide better or more effective results.

the

compression/decompression technique to be employed.1 2. Huffman Encoding: This algorithm, developed by D.A.

Compression solutions today are more portable du¢he
change from proprietary high end solutions to atexmnd
implemented international standards. JPEG is englas the
industry standard technique for the compressioeoatinuous
tone images.

2.1 Data Compression Techniques. Two categories of data
compression algorithm can be distinguished: losslasd
lossy'. Lossy techniques cause image quality didi@n in
each compression/decompression step. Careful @rasion
of the human visual perception ensures that theadieagjon is
often unrecognizable, though this depends on thectsel
compression ratio.

In general, lossy techniques provide far greatenmession
ratios than lossless techniques. Different types data
compression techniques are explained below.

Lossless Coding Techniques

Run length encoding
Huffman encoding

Entropy coding (Lempel/Ziv)
Area coding

Lossy Coding Techniques

Transform coding (DCT/Wavelets/Gabor)
Vector quantization

Segmentation and approximation methods
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Huffman, is based on the fact that in an inputastrecertain
tokens occur more often than others. Based orkttus/edge,
the algorithm builds up a weighted binary tree aditm to
their rate of occurrence. Each element of this isesssigned a
new code word, whereat the length of the code wisrd
determined by its position in the tree. Therefdtes token
which is most frequent and becomes the root ofttee is
assigned the shortest code. Each less common dleimen
assigned a longer code word. The least frequemezie is
assigned a code word which may have become twidenas
as the input token.

The compression ratio achieved by Huffman encoding
uncorrelated data becomes something like 1:2. Qyhtbt
correlated data, as on images, the compression matg
become much higher, the absolute maximum beingeefby
the size of a single input token and the size ef shortest
possible output token (max. compression token
size[bits]/2[bits]). While standard palletized inesgwith a
limit of 256 colors may be compressed by 1:4 ifythige only
one color, more typical images give results in thege of
1:1.2to 1:2.5.

Huffman Encoding Steps

Label each node with one of the source symbol
probabilities

Merge the nodes labeled by the two smallest
probabilities into a parent node
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Label the parent node with the sum of the twol
children’s probabilities

with smallest probabilities.
Label the parent node wth the sum of the two céidr

based to frequency-based. For many signals, Foanalysis
is extremely useful because the signal’s frequarantent is

Among the elements in reduced alphabet, merge twef great importance. So we need other techniquies,DCT

analysis. Fourier analysis has a serious drawbdok.
transforming to the frequency domain, time inforioatis

probabilities. lost. When looking at a Fourier transform of signilis
.« Repeat steps 4 & 5 until only a single super symbolMpossible to tell when a particular event tookcpla
remains

2.2. Transform Coding (DCT/WaveletsGabor): A general
transform coding scheme involves subdividing an Nxidge
into smaller nxn blocks and performing a unitagnsform on
each sub image. A unitary transform is a reversiiear

If the signal properties do not change much owveeti— that
is, if it is what is called a stationary signal—sthirawback
isn't very important. However, most interesting reitp
contain numerous no stationary or transitory chargstics:
drift, trends, abrupt changes, and beginnings amds eof

transform whose kernel describes a set of complet&Vents. These characteristics are often the magstrient part

orthonormal discrete basic functions. The goal bf t
transform is to decorrelate the original signal,d athis
decorrelation generally results in the signal epebging
redistributed among only a small set of transfooefficients.
In this way, many coefficients may be discardederaft
guantization and prior to encoding. Also, visualbssless
compression can often be achieved by incorporatiegHVS
contrast sensitivity function in the quantizatiorf the
coefficients. Transform coding can be generalizato ifour
stages:

Image subdivision

Image transformation

Coefficient quantization

Huffman encoding.

rprwONPE

For a transform coding scheme, logical modelinglase in
two steps: a segmentation one, in which the image i
subdivided in dimensional vectors (possibly of eliént sizes)
and a transformation step, in which the chosersfoam (e.g.
KLT, DCT, Hadamard) is applied.

Quantization can be performed in several ways. Miastsical
approaches use 'zonal coding', consisting in thalasc
guantization of the coefficients belonging to adafined area
(with a fixed bit allocation), and 'threshold coglinconsisting
in the choice of the coefficients of each blockrelsterized by
an absolute value exceeding a predefined threstaidther
possibility, that leads to higher compression fegtds to
apply a vector quantization scheme to the transédrm
coefficients. The same type of encoding is used dach
coding method. In most cases a classical Huffmale @an be

of the signal, and Fourier analysis is not suiteddétecting
them.

3.2 Short-Time Fourier analysis: In an effort to correct this
deficiency, Dennis Gabor (1946) adapted the Fourier
transform to analyze only a small section of thgnal at a
time—a technique called windowing the signal. G&bor
adaptation, called the Short-Time Fourier Transf¢8mFT),
maps a signal into a two-dimensional function ofdiand
frequency. The STFT represents a sort of compromise
between the time- and frequency-based views ofyaaki It
provides some information about both when and aatwh
frequencies a signal event occurs. However, you @aly
obtain this information with limited precision, anthat
precision is determined by the size of the window.

While the STFT compromise between time and
frequency information can be useful, the drawbadkat once
you choose a particular size for the time winddvat window
is the same for all frequencies. Many signals megai more
flexible approach one where we can vary the windize to
determine more accurately either time or frequency.

3.3 DCT Analysis: Just as the Fourier transform uses sine and
cosine waves to represent a signal, the DCT ordg @ssine
waves. There are several versions of the DCT, withht
differences in their mathematics. As an example ook
version, imagine a 129 point signal, running freaamgple 0 to
sample 128. Now, make this a 256 point signal bylidating
samples 1 through 127 and adding them as samplesa?5
130. Thatis: 0,1,2,3...127,128,127...2,1.

used successfully. The JPEG and MPEG standards af&@king the Fourier transform of this 256 point sigresults in

examples of standards based on transform coding.
3. DISCRETE COSINE TRANSFORM

3.1 Fourier Analysis. Signal analysts already have at their
disposal an impressive arsenal of tools. Perhapsitst well-
known of these is Fourier analysis, which breaksvria
signal into constituent sinusoids of different fueqcies.
Another way to think of Fourier analysis is as aheaatical
technique for transforming our view of the signam time-

44

a frequency spectrum of 129 points, spread betv@eemd
128. Since the time domain signal was forced to
symmetrical, the spectrum'’s imaginary part willdmenposed
of all zeros. When the DCT is taken of an 8x8 graupesults
in an 8x8 spectrum. In other words, 64 numberschenged
into 64 other numbers. All these values are réare is no
complex mathematics here. Just as in Fourier aisalgach
value in the spectrum is the amplitude of a basigction.
Figure 3.1 shows 6 of the 64 basis functions usedni 8x8
DCT, according to where the amplitude sits in thecsrum.
The 8x8 DCT basis functions are given by:

be
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o = 50 | 0

DCT basis functions. The variables x & y are thdedes in
the spatial domain, and u & v are the indexes énftBquency
spectrum. This is for an 8x8 DCT, makirll the indexes run
from 0 to 7.The low frequencies reside in the ug-left

corner of the spectrum, while the high frequencies in the
lower+ight. The DC component is at [0,0], the uf-left most
value. The basis function for [0, 1] is «half cycle of a
cosine wave in one direction, and a constant vialdlee other
The basis function for [1,0] is similar, just radt by 9C

degrees.
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The DCT basis functions. The DCT spectr
consists of an 8x8 array, with each element inattnay being
amplitude of one of the 64 basis functions. Sixhese basi
functions are shown here, referenced to where
corresponding mplitude resides. The DCT calculates
spectrum by correlating the 8x8 pixel group witlclkeaf the
basic functions. That is, each spectral value isndo by
multiplying the appropriate basis function by the88pixel
group, and then summing the products.

Two adjustments are then needed to finish the |
calculation (just as with the Fourier transformixst divide
the 15 spectral values in row 0 and column O by. t3&cond
divide all 64 values in the spectrum by 16. Theense DCT it
calculated by ssigning each of the amplitudes in the spect
to the proper basis function, and summing to rderdhe
spatial domain. No extra steps are required. Thesaxactly
the same concepts as in Fourier analysis, just diffierent
basis functions.

The DCT better than the Fourigansform for imagq
compression because the DCT has -baké cycle basis
functions, i.e., S[0,1] and S[1,0]. As shown in .Bid, thest
gently slope from one side of the array to the wotha
comparison, the lowest frequencies e tFourier transforr
form one complete cycle. Images nearly always doi
regions where the brightness is gradually changingr a
region. Using a basis function that matches th&copatterr
allows for better compression.
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3.3.1 Formal definition: Formdly, the discrete cosine
transform is a linearinvertiblefunction F: R' -> RY (where R
denotes the set okal number), or equivalently an N x N
square matrix There are several variants of the DCTh
slightly modified definitions. The N real numbel,... .1 are
transformed into the N real numbey, ..., .1 according to

one of the formulas:
1
fi= (:rg-l- I‘v\, 1) z:rncos j?l

Some authors further multiply th10 and X1 terms byv2, and
correspondingly multiply the, and f,., terms by 2. This
makes the DCT-I matrinrthogone (up to a scale factor), but
breaks the direct corresponde with a real-even DFT. A
DCT-l of N=5 real numbers abcde is exactly equivalena
DFT of eight real numbers abcdedcb (even symmelrgie
divided by two. (In contrast, DCT typesIV involve a half-
sample shift in the equivalent DFT.) Note, howethat the
DCT-l is not defined for N less than 2. (All other D®Jpes
are defined for any positive N.)Thus, the C-I corresponds
to the boundary conditions;, s even around n=0 and even
around n=N-1; similarly for;f

DCT-I:

DCT-II:
N-1 T 1

= HZ::U I, CO0s |:A|,j (n—l— 2)}
The DCT-II isprobably the most commonly used form, an
often simply referred to as "the DC This transform is
exactly equivalent (up to an overall scale facto?)ato a DFT
of 4N real inputs of even symmetry where the ~indexed
elements are zero. That is,idt half of the DFT of the 4N
inputs y, where ¥, =0, ¥ +1= X%, for, and yy-,=V, for 0
< n < 2N.The fterm by 142 (see below for the correspondi
change in DCTHI). This makes the DC-II matrix orthogonal
(up to a scale factor), but bks the direct correspondence
with a realeven DFT of halshifted input. The DCT-II
implies the boundary conditions, is even around n=-1/2 and
even around n=N-1/2; fs even around j=0 and odd arot
j=N.

DCT-III:

T

Because it is the invee of DCHI (up to a scale factor, see
below), this form is sometimes simply referred ® "ghe
inverse DCT" ("IDCT"). The X term is multiplied byN2 (see
above for the corresponding change in [-Il). This makes
the DCT-IIl matrix orthogone (up to a scale factor), but
breaks the direct correspondence with a-even DFT of half-
shifted output.

The DCTHII implies the boundary conditions;, is
even around n=0 and odd around n= is even around j=-1/2
and odd around j=N-1/2.
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DCT-1V:

=0 -
- Frolte) o]
w-T1 =

The DCT-IV matrix is orthogona{up to a scale factor)..
variant of the DCTIV, where data from different transforr
are overlapped, is called thenodified discrete cosin
transform (MDCT).The DCTV implies the boundar
conditions: % is even around n%#2 and odd around n=-1/2;
similarly for f,.

DCT V-VIII:

DCT types I-IV are equivalent to reallen DFTs of eve
order. Inprinciple, there are actually four additional typss
discrete cosine transform (Martucci, 1994), coroesiing to
realeven DFTs of logically odd order, which have fastof
N+1/2 in the denominators of the cosine argumetsvever,
these variants seeto be rarely used in practice.(The triv
real-even array, a lengtime DFT (odd length) of a sing
number a, corresponds to a D@Tef length N=1.

The Process. The following is a general overview of the JP
process.
e The image is broken into 8x8 bk of pixels
Working from left to right, top to bottom, the DAF
applied to each block.
» Each block is compressed through quantize
 The array of compressed blocks that constitute
image is stored in a drastically reduced amoun
space.
* When desed, the image is reconstructed throt
decompression, a process that uses the Inverseci
Cosine Transform (IDCT).

3.4 Block Diagram of Image Compression:

Encoder

Input
data

| —-| Quantization

l

I coded
Blstrirg

Decoder

Ssauord

Output
data

Fig.2.Block Diagram of Image compress

3.5 DCT compared to the DFT: The discrete cosine transfo
(DCT) is a Fourier-related transforsimilar to thediscrete
Fourier transform (DFT), but using onhgal numbel. It is
equivalent to a DFT of roughly twice the lengtheogting or
real data with eveaymmetry (since the Fourier transform ¢
real and even function is real and even), wheresame
variants the input and/or output data are shiftgdhblf a
sample. (There are eightasdard variants, of which four a
common.)
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4. SIMULATION RESULTS

In this chapter the simulation results and snapshot:
interfacing with the FPGA module (Spar-3) are included.
Input of our project is an image and that imageimgresse:
at transmission side and decompressed at tleption side.
The image is read by using matlab commands as s
below.

A matise 700 Roonee) L T —
Fie dowHelp

=

e [

B Fgure 1 B
File_Edit View Insert Tools Desktop Window Help

PEEDINEES T PACIEEIDE-] o

Fig.3.Reading of an Image through Mat

The image is reading by using the function imre:
as shown in figure8.1 and the output will contairage value
which will give by te following window

e

o Fig.4:Image Coefficient

After reading the image values the one dimensidd@ll
operation is performed by using the command dcfraxd
the two dimensional 8X8 block operation is perfodmisy
using the command blkproc(lrre, [8 8], dct).

"o PN "a "I
Fig.5.DCT Operation on the Image Coefficie
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After performing the DCT operations the values aneode
using Huffman encoding technique. For this the wegdivas
written in VHDL. The Huffman encoding and decodiigy
performed and after that the inverse DCT operatisn
performed using the command invdct().

View Insert Tools Desktop Window Hel ~

2| K RRODE =2 1O

jew Insert Tools Desktop Window Help [l

DNEES | kRN EL- S |0E ]

Fig.6. IDCT Operation on the Image Coefficients

The simulation results using Xilinx are as follows.

i SettingsWser\Desktop\comprssnnewicomprssnnew.ise - [Simulation*] f
cess TestBench Simulation Wvindow Help ]
X e QIPPHXMAR [ HN:BEA MDD SN0 R “:9 QOB L L

e § &% @1 G b X (o e

\Wha's ewin|5E DesianSuite 101 | [ detnewhd | [ testdettton

[ Simulstion®
Fig.7. Output test bench wave form of DCT

The above figure represents the output test beraste iorms
of Discrete Cosine Transformation for the inputsnad as
xin(8’b11111110). The output is obtained only whiea clock
is in active state i.e., 1 also the reset shoulddre.

Acomprssnnew.ise - [Simulation*]

o § % @I S b X [0

AR A b

What's Newin ISF Design Suite 1011

) cletnew. whd | [ idetnew vhd | [ testidetttbw | [ huffman: [ Simulation®
Fig.8. Output test bench wave form of Huffman cgdin

vovkd | [ testnewhut tous

a7

The above figure represents the output test beraste iorms
of Huffman coding which includes encoding and décgd
The inputs here are r1_in and dc in and the ougpHuffman
out as shown in the figure.

hind Settings\User\Desktop\comprssnnew\comprssnnew.ise - [Simulation] FEX|

<

hat's Newin SE Desian Suite 101 | [ cetnervhd | i) idetnew.vnd | [ testdett o

ocess Test Berch Simulation Window Help

POLXX PR (AN:BE DD LMK
ABBAR ORI eH T & @ Il = b )2 [1000

2% 3 B |

[ Simulation

Fig.9.0utput test bench wave form of IDCT

The above figure represents the output test beraske ilorms
of Inverse Discrete Cosine Transformation for thiscBete
Cosine Transformation input (12’b000000001111).
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